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P R O C E E D I N G S
(8:15 a.m.)

WELCOME, OPENING REMARKS



DR. TILDEN: I am delighted to have everyone here today for the 15th meeting of the Secretary's Advisory Committee for Human Research Protections. 



We are happy to have Dr.  Don Wright here today, who is the principal deputy assistant secretary of health, and he'll be making some remarks later.  So welcome. 



I'd like to start today by reading just for a moment in brief part the charter for the Secretary's Advisory Committee on Human Research Protections. 



Under the function, the committee shall advise, consult with, and make recommendations on matters pertaining to the continuance and improvement of functions within the authority of the Department of Health and Human Services, directed toward protections for human subjects in research. 



Specific examples include but are not limited to advice relating to responsible conduct of research involving human subjects with particular emphasis on special populations such as neonates and children; prisoners and the decisionally impaired; pregnant women, embryos and fetuses; individuals and populations in international studies; populations in which there are individually identifiable samples, data or information, and investigator conflicts of interest. 



In addition the committee shall be responsible for reviewing selected ongoing work and planned activities of the Office of Human Research Protections, and other offices, agencies within HHS responsible for human subjects protection.



I have a couple of additional remarks to make.



First of all from a housekeeping standpoint, I'd like to remind the public to sign in if they intend to make public comments today.  In addition I'd like to recognize two additional new ex-officio members to SACHRP, although I'm not sure they're here at the moment, but I'd like to publicly welcome them, and that's Elaine Gilby from the Social Security Administration, and Marjorie Bailey from the Department of Homeland Security.



In addition I'd like to point out our agenda today, and just review that briefly. 



So after I finish with these opening remarks, we'll have some remarks and issue report from Ivor Pritchard, who is the acting director of OHRP, followed by remarks by Dr. Wright. 



Following that, which is a little bit of a change in our previous mode of operation, we are going to have our panel discussion on the topic of quality assurance, quality improvement, and health services activities. 



And we have a distinguished group of panelists whom I'll introduce later as the panel kicks off.



Following the panel discussion and lunch, we will then ensue on receiving the reports from our SIIIDR subcommittee, and that will conclude the day's activities, following another public comment period. 



I'd like to point out, I missed the fact that there is a public comment period at the end of the panel as well. 



I'd like to make one more comment or two related to our members today.  Unfortunately three of our members aren't here today due to family issues, and so Jeff Botkin and Francine Romero and Lisa Leiden have had pressing family issues that they needed to attend to and couldn't be with us. 



But I'd like to take a moment to mention that Francine Romero, who is not here today, take the time to acknowledge her service to SACHRP, since her appointment to SACHRP is set to expire before the next meeting.  SACHRP benefitted from Francine's tenure in valuable ways, in particular from her training and background in both anthropological and public health research; her long-time experience with human research protections and IRB processes; and also her commitment to cultural diversity, and her unique commitment to the ethical conduct of research in Native American populations. 



So with the committee's permission, I wish to publicly express our gratitude to Francine, and extend our best wishes to her in her future endeavors. 



There is I think at this point, unless Kevin tells me I've forgotten anything, I'd like to move to review the minutes, and have the minutes approved from the previous meeting. 



So I'd like to have a motion to that effect, and a second.  



DR. POWE: So move.



DR. TILDEN: I would like to consider for discussion for the minutes for a moment, I dearly love Dan Nelson, but I would move that maybe we should strike on page 11 Dan Nelson's inserted comments, editorial note.  I think it's a Nelson editorial note.  If you don't mind, that might be okay. 



So if we could amend the minutes to that extent, and then maybe we could move to approve them if that is okay with everybody. 



So all those in favor of approving the minutes?



Okay.  So the minutes stand approved. 



So at this point I'm happy to turn over the podium to Dr. Pritchard. 

REPORT OF ISSUES/REMARKS



DR. PRITCHARD: Thank you, Dr. Tilden. 



I would like to begin by expressing my appreciation to Dr. Wright for not only coming to the beginning of this meeting but for being willing to devote the morning to listening to the discussion and deliberations of SACHRP and the panel. 



I'd like to say thanks again to the members of SACHRP for taking time out of your busy schedules to come and provide us with your sage advice. 



I'd like to thank the members of the panel for this morning for the same - for the same thing.  And I'd also like to express my appreciation to the various members of the public for being willing to come and to pay attention to the advisory committee's deliberations, and provide the important input from the public on a very important set of issues. 



Update since the last meeting in October: a number of things have happened since we last met. 



Just about exactly at the time we met we put out and asked for public comment on a revision to the expedited categories of research that are eligible for expedited review. 



You will remember that our original reason for doing this had to do with a misunderstanding regarding category five and the use of biological specimens originally collected for research, and whether a secondary research project could be reviewed under the expedited review procedure under those circumstances. 



But you will also remember that expedited category seven, which has to do with a number of different strategies and types of research carried out mostly by social and behavioral researchers, that you had passed a recommendation about rewording expedited category number seven.  We got 63 comments to our request for comments, and I should tell you that the public - those members of the public who did comment on category seven did agree apparently with your recommendations having to do with elaborating the description of category seven, to try and make clearer what kinds of research activities fall under that category. 



So we will be taking that in mind in developing our revisions to that list.



We also ask for comments on research involving adults with impaired decision-making ability.  We got 53 comments in response to that notice.  Julia Gorey will be telling you about the content of those comments at a later point in our - in this meeting's agenda. 



We also have been hard at work trying to find people who are qualified to replace the five members of this committee who will be rolling off the committee in the course at some point in 2008.  We had a lot of very good nominations, but it is still, I must say, a struggle to find people who are as qualified and insightful as the people who are going to be leaving this committee.  But we will do the best we can.  And hopefully we will find someone to sit in the chairs that eventually get vacated by the people who will be leaving the committee sometime during this year. 



Speaking of people leaving, I should also tell you that on December 30th, the director of the education division of the Office for Human Research Protections, Shirley Hicks, retired, and moved to Florida; Elise Summers in the white jacket on the aisle there is now the acting director of the education division. 



And then the last thing that I should tell you by way of updates is that on December 30th of 2007 an editorial in the New York Times appeared making comments about quality improvement activities of various sorts; and making suggestions about how quality improvement activities ought to be handled by the federal oversight system. 



Since that day I have been and my entire office has been extremely busy engaged in a series of conversations with people both within and outside of Health and Human Services who I had never heard of much less met before. It has been a very interesting and challenging couple of months.  The more we get into this issue the more challenging I find both the intellectual and the pragmatic considerations that have to do with the appropriate ethical response to activities in this general area. 



And so I look forward with a great deal of interest to this morning's discussion because I'm sure we're all going to learn quite a bit, and presumably this will help health and human services to figure out the best way to move forward from here. 



That's all I have, Dr. Tilden.  So what's next?



DR. TILDEN: Any comments, questions? 



DR. GENEL: Myron, can you give us a up-to-date report on what the status of that project is at this moment?  I think I - OHRP did come to a resolution of that case as I understand. 



DR. PRITCHARD: There is the long and the longer version of the update.  We have closed the case.  There is a research study that is going on at Hopkins, that is a follow up to the original study.  The original study was covered by the regulations, but the current study, the regulations do not apply to the current study because the activity no longer meets the regulatory definition for human subjects because there is no intervention or interaction with individuals in order to get information about them going on, and there is no longer private identifiable information being obtained about anyone.  All that's happening is, they're getting aggregate data about the number of infections at the various hospitals, just seeing basically to test for whether there is a Hawthorne effect, and that's - since there are no - technically speaking, no human subjects involved, it's an activity that the regulations don't apply to. 



And Johns Hopkins has taken other actions to try to address the original problem having to do with making accurate assessments of whether activities are or are not exempt. 



DR. GENEL: Okay, thank you. 



DR. TILDEN: Next, I'm happy to introduce Dr.  Don Wright who was appointed principal deputy assistant secretary for health on December 10th, 2007. 



By way of introduction, Dr. Wright's responsibilities include planning and execution of public health policy as it relates to disease prevention, health promotion, women's and minority health, a reduction in health disparities, the fight against HIV/AIDS, blood safety, and pandemic influenza planning. 



Prior to becoming the principal deputy assistant secretary for health, Dr. Wright served as the director of the Office of Occupational Medicine with the Occupational Safety and Health Administration. 



He's been involved in the response to the 9/11 terrorist attack and Hurricane Katrina, in which he organized and moderated nationwide conferences focused on enhancing hospital emergency preparedness for natural disasters, acts of terrorism, and pandemic flu. 



Dr. Wright graduated from the University of Texas, and completed his family medicine residency training at Baylor College of Medicine.  And he also holds a degree, master's of public health degree, from the Medical College of Wisconsin. 



So we are pleased to have you here today, and welcome. 

REMARKS OF THE PRINCIPAL DEPUTY ASSISTANT SECRETARY FOR HEALTH



DR. WRIGHT: Thank you, Dr. Tilden.  

It's my pleasure to be with you today. 



As Dr. Tilden says, I'm Dr. Don Wright.  I'm the principal deputy assistant secretary for health at HHS. 



And it's always a pleasure to come and talk to the various advisory committees that actually serve the secretary and provide such valuable input. 



Let me tell you, I'm the new kid on the block.  Although this is the 15th or 16th SACHRP meeting, it's actually number one for me, and in an area that I have received quite an education in my short three-month tenure as the principal deputy assistant secretary. 



I was hired as the principal deputy assistant secretary in early December of 2007, but actually was dual-hatted for a three-month period of time when I served both as the principal deputy assistant secretary for health and the acting assistant secretary for health. 



Many of you may know that in January the president nominated Dr. Joxel Garcia to be the new assistant secretary for health, and his nomination was actually passed, approved by the Senate, literally two weeks ago.  So we have a new assistant secretary for health, Dr. Joxel Garcia.  He sends his regrets that he is not able to be with you today, and wanted me to pass on that he certainly hopes to meet many of you at a future meeting when he will have an opportunity in his schedule to attend one of these meetings. 



You can probably tell in the few words that I've spoken so far that I'm not an insider here in Washington, D.C. I spent the majority of my time in the private sector in Texas, and actually came to Washington about five years ago as the director of the Office of Occupational Health for the Department of Labor, and then was pulled over to HHS literally three months ago. 



Let me say that I guess as part of the welcoming party to HHS was this New York Times' article that came literally two weeks after my arrival at HHS.  And I'll have to tell you that OHRP and the issues surrounding that particular editorial really became a top priority within weeks.  And I have to extend my thanks to Dr. Ivor Pritchard and his entire staff as they really had to educate me on many of the nuances and complexities of the human research protection regulations. And I'm very thankful to them. 



Let me tell you that once the initial article was published in late December, OHRP really found themselves in the media spotlight as did the entire Office of Public Health and Science.  And we spent a great deal of time looking through those issues over the last two months and seeking new directions, guidance as to where we need to go. 



Let me assure you that the department is strongly committed to the issue of quality improvement and quality assurance activities in the hospital setting.  We just think that those are crucial as we move forward in the health care industry. 



At the same time we are committed to ensuring that human subjects are protected, as is our statutory responsibility.  And it's that very balancing act that we are trying to achieve as we go forward in this very important area. 



Let me take just a minute and express my appreciation or add my word of thanks to those that were issued by Dr. Pritchard to all of you that serve on the advisory committee. 



The wealth of experience and expertise is incredible, and we greatly appreciate it.  I'm so amazed as I go around and meet many of the individuals from the various advisory committees that we have at HHS, and we are truly fortunate to have such expertise and individuals such as yourself who are willing to share both your time and your expertise and ultimately your recommendations with us for the secretary's benefit and for mine. 



Let me tell you that it's no secret here in Washington that there are going to be some changes of faces in Washington, D.C. over the next 12 months. 



We will have a change in administration by this time next year, as all of you know.  And I just wanted to reassure all of you that we are committed to having consistency in the functioning of OHRP as we move from one administration to the next.



I introduced myself as the principal deputy assistant secretary, which I am.  But one of the things you need to realize is that I am not a political appointee.  I'm actually a career individual, and I hope to provide some consistent leadership as we move from one administration to the next.  And again, that will certainly apply to OHRP and the other offices within the Office of Public Health and Science. 



Let me tell you I am familiar with SACHRP and the tremendous work you have done.  I understand you were first chartered in 2002; reauthorized in 2006.  And I firmly anticipate that will be reauthorized again in October of 2008 moving forward. 



Your function is just like the function of all the advisory committees that I talk to, and that is to advise the secretary, and to provide recommendations in your particular area as it relates to human research protections. 



And that advice you provide both the ASH, the PDASH and the Secretary is invaluable as we really evaluate our current programs and move forward. 



I have to acknowledge the tremendous work that has come out of the subcommittees, of this SACHRP's subcommittees looking back at the work you did in children and ethical considerations when children are involved in research. 



Another one that comes to mind are prisoners and ethical considerations when prisoners are involved in research. 



And I'm very excited about the current subcommittees that are involved and look forward to their recommendations as it relates to those who have impaired ability to make decisions for themselves, and I know that is going to be discussed further later on today. 



The secretary has received six sector recommendations from this committee.  A seventh is on his desk; I don't think it's been read at this point.  And that one involves waiver of informed consent, considerations about that, and definition of minimal risk. 



I've had an opportunity to look at your rather ambitious agenda for these two days.  I'm very excited with that. 



Certainly the panel that is going to lead off today's activities is of special interest to me and to the entire department as we look at this very important and emerging issue of quality improvement and quality assurance activities in hospitals across the nation, and how we can balance the very important work that they do with ethical considerations for individuals that are involved in that particular research.  So I'll certainly be staying around for that. 



My understanding is that SIIDR this afternoon will be releasing some of their recommendations, and tomorrow moving on to the ad hoc committee we'll be looking at how we can encourage diversity in human trials, clinical trials. 



I served earlier in my tenure on the advisory committee of the National Cancer Institute, and this was an issue that was so important to them was how can we increase diversity as it relates to our participants in clinical trials.  So I know that your recommendations, and the considerations of this subcommittee will be very important to that group as well.



Just in closing I want to reiterate what I said earlier, which is a big thank you; thank you on my behalf, but more importantly, thank you on behalf of Secretary Leavitt.  The work that you do, the recommendations that you make, the guidance that you provide should not be undervalued.  It is tremendously important to us as we move forward. 



And again I wanted to restate something that I said earlier.  There is going to be transition in Washington, D.C. over the next 12 to 14 months, and we are committed to ensuring that there is consistency in the area of human research protections as we move from one administration to the others. 



So I wish you well, and it really has been my pleasure to welcome you to today's conference. 



Thank you. 



DR. TILDEN: Thank you very much. 



Without further ado, I believe it's time to move into our panel discussion. 



I know this is very exciting.  I sure hope it's a lot better than how I did with my NCAA brackets after the first two rounds. 



MR. NELSON: Same, I will note that the Tar Heels are still alive, so I don't know what you are complaining about. 



DR. TILDEN: That's one of the few teams I still have in mine.             

QA, QI AND HEALTH SERVICES ACTIVITIES PANEL



DR. TILDEN: The charge for today's panel reads as follows: 



Recently the conduct of activities and quality assurance, quality improvement and health services evaluation, and their relation to human subjects research regulations have been the subject of public discourse. 



This SACHRP panel seeks to explore this relationship through a series of presentations by knowledgeable individuals, two with backgrounds in performance of these studies; one with a background in federally sponsored QA/QI in health services activities; and two with backgrounds in the ethical conduct of these studies with particular attention to the involvement of humans. 



The presentations on the performance of these activities will seek to define the scope of such activities and describe the common study designs used to implement these activities, with particular attention to their potential impact on the quality of care and on the acquisition, use, analysis and reporting of information involving humans in such studies. 



Presentations on the ethical dimensions of these studies will explore the applicable ethical issues and principles and potential harms associated with these studies. 

In addition a representative of the federal agency will describe the needs, objectives and importance of these types of activities to the agency's mission. 



Following these presentations, a question and answer period will ensue between SACHRP members and the group comprised of presenters and one or more members from the Office of Human Research Protections exploring the applicability of these types of activities to the definitions and requirements contained in the human subject regulations. 



A period of time will be reserved for questions and comments from the public audience. 



Our first speaker today, and he'll be coming up to the front for his presentation, is Don Berwick, who is currently president and CEO, Institute for Health Care Improvement, which is one of the nation - and serves as one of the nation's leading authorities on the health care quality and improvement issues. 



He is also clinical professor of pediatrics and health care policy at the Harvard Medical School. 



Dr. Berwick has served as vice chair of the U.S. Preventive Services task force, the first independent member of the board of trustees of American Hospital Association; and has chaired the national advisory council of the agency for health care research and quality. 



He is an elected member of the Institute of Medicine, and now serves on the ION's governing council. 



Dr. Berwick. 



DR. BERWICK: Thank you.  Thank you very much.  And let me generalize my thanks to all of you for the opportunity to join you today. 



I want to especially acknowledge the help that I've had from Dr. Pritchard and Dr. Tilden and Kelley Hill and Captain Prohaska.  It's made my preparations for this a real pleasure, and I appreciate the graciousness with which you have asked my advice. 



I have extended remarks for the record, which I will give to Kelley, and hopefully those will be entered in the record, and I'll try to be brief. 



Also the slides that were handed out in the back, there have been very minor changes in them, so there will be an updated version available to you, and that's the updated version that I'll be using here today. 

I want to first say what is most important to begin with, which is that I acknowledge and am aware of the crucial importance of the work of OHRP and SACHRP.  The intent and purpose of this organization is noble.  It comes out of bitter prior experience, and I absolutely understand that the careful and professional and detailed processes of assurance about the ethics of research on human subjects is a very important enterprise for our nation, and I thank you for your efforts to do that.  That should never cease. 



What I think is happening with respect to the topic of the panel is that things have changed a bit in society since this function was established.  And I believe you find yourselves at a boundary that was not clearly contemplated in the founding legislation or in the common rule. 



It's the boundary that reflects growing activity in quality improvement, as Dr. Wright mentioned. 



Since OHRP was chartered there is good news.  The good news is that there is an entirely new level of investment in this country in the continual improvement of health care.  Finally it's beginning to sweep through American health care at long last, and that's good news. 



There are many reasons for these changes.  Probably the key turning point was the interest and involvement of the National Academy of Sciences and the Institute of Medicine which in 1999 published a crucial report, To Err Is Human, which reported on injuries to patients in health care; and then in 2001 in my opinion an even more important and expansive report called Crossing the Quality Chasm.  Both reports I'm sure familiar to the members of this group. 



To Err Is Human said that between 44,000 and 98,000 Americans, for example, die each year in American hospitals not from the disease that brought them there but from problems in their care, errors or side effects of their care. 



The subsequent report, Crossing the Quality Chasm, generalized the concerns in that original report to a now canonical set of six aims for improvement.  It declared an agenda for American health care that we ought to be improving dramatically in these six areas: safety, which To Err Is Human spoke about; effectiveness, which is the proper delivery of science-based care to people so they get what works and they don't get what doesn't work; patient centeredness, which is a power of distribution, and it has to do with the value and the important of putting patients more in control of their own care; timeliness, the elimination of delays which are costly and unnecessary if they are not wanted; efficiency, which is pure waste in health care (my own estimate is American health care waste levels easily exceed 30 percent of our care costs); and equity, which is probably the most important of America's health care agendas, and that is basically racial justice in health status.  We know that the worst predictor of health status in Americans, randomly selected, is their race, that the black American baby born in inner city Baltimore this year has, a male has a life expectancy about six or seven years shorter than a white.  There is no predictor worse than that.  So closing racial and ethnic gaps in health care is another improvement agenda. 



These are the six agendas for improvement that the Institute of Medicine Declared. 



In its reports, it was clear scientifically that the sources of defect in these six dimensions of care is not a defective workforce.  There is no scientific ground for saying that the average American doctor, nurse, manager, receptionist, respiratory therapist, or pharmacist doesn't care about their work and isn't trying hard to do well.  This is a wonderful workforce trapped in systems which were built for old days, and the systems don't perform properly. 



So the Institute of Medicine findings are findings about systems, not about people.  These defects come from systems. 



Let me give you a quick example of what I mean by system.  This is a report, this is a graphic from a report in the New England Journal of Medicine about two decades ago.  A series of babies had died in intensive care units, about seven babies in an ICU.  CDC came in to investigate - I believe it was CDC - and they discovered on the shelves of the intensive care unit this two bottles.  One is a bottle of racemic epinephrine; that's a treatment you put down the nasal tracheal tube into the lungs of babies to help them breathe better.  On the right is a bottle of Vitamin E which is a nutritional supplement which should be put in the gastric tubes of young premature infants because they are Vitamin E deficient. 



The babies were dying, and you could now - I don't need to tell you how they were dying, they were dying because of a mixup between these meds.  The racemic epinephrine was being put in the nasal gastric tube and causing gastric hemorrhage in I think six or seven neonatal deaths. 



What killed the baby wasn't careless nurses or uncaring doctors or anything about human effort.  It's a bad design.  It's designed to kill a few babies.  That's what we mean when we say system design is the source of quality and excellence.  And that's true for all six ION dimensions. 



The problem in general in health care if you look at safety effectiveness, patient centeredness, timeliness, efficiency and equity, is that the causes of those system issues are generally not as transparent or as easily discovered as these two bottles on a shelf.  Health care delivery is very complicated.  Causes aren't obvious, and they need to be rooted out.  It takes hard work, strong inquiry, a lot of data to figure out what is going wrong, why it's going wrong, and how to fix it in the system of care. 



Improvement, when that is the nature of the enterprise, involves inevitably continual learning.  If you want to understand improvement, and I think my task as a panelist is to help you understand the current scientific framework for improvement of systems, just think about a hobby.  If you play golf, and you keep slicing the ball, you know that if you keep swinging the same way the ball will continue to slice.  If you are a gardener and your roses keep dying, what you know is that if you keep gardening that way your roses will keep dying. 



If you want to be better at gardening or at golf, you have to change.  So all improvement is change.  You change your grip, you change your fertilizer, you make changes for improvement.  All improvement is change in systems.  Not all change is improvement. 



So you know as a golfer or a gardener that if you want to get better at that, you have to make a change, and then you have to reflect, did this work or not?  Did I put my hands properly in the right place or not?  So learning and improvement are inevitably tied together through change.  You find changes where you can, experts, books, your own experience, reflection and data that you collect.  If you are serious you observe your results, you track your results, and you make changes over time.  That's the nature of learning; it's the nature of improvement.  



One other subtlety to understand is, all improvement is local at some level.  It doesn't matter how many times you watch Tiger Woods; eventually you have to make the grip your own.  Your soil, your temperatures, your - the shadows on your property determine how your roses grow, and it's your problem, and reading the best rose book in the world doesn't just help you. 



So it's not just a matter of learning.  It's a matter of local learning; that's the nature of improvement. 



Quality improvement in any mature form is a system of learning, measurement, change and reflection.  It's iterative; it's never ending; and it's the only way to get better. 



The analogy breaks down to hobbies in the health care world because golf is a one-person thing; so is rose gardening I guess.  We are not generally interdependent in those enterprises.  In health care we're always interdependent. Safety, effectiveness, patient centeredness, depends on team work, complexity, large systems working together; not individuals but teams, institutions, leaders, collectives; that's how things get better. 



Quality improvement is system improvement, and it's a complex endeavor in health care, and it involves learning.  Now I know, because I've spoken to some of you, that you are confused by the use of the term, quality improvement; as I am.  It's a very widely used term, and I'd like to distill it for you so you understand there are a core of ideas here.  They are reflected in the proper conduct of improvement efforts. 



We saw proper conduct of improvement effort in the Johns Hopkins work with the keystone project that I think triggered some of the inquiries we are doing now. 



There was a complex enterprise underway of the learning type I described to you in a system of hospitals mostly in Michigan. Underlying all of that work, and indeed, all of the work of mature improvement, is some core theory, and it unifies the chaotic list of activities that come under this term, quality improvement, if you follow me for a minute.



The model that I think best shows it to me comes from my colleague, Tom Nolan, and his colleagues, Lloyd Provost and others  and associates from process improvement.  It's well published.  It's not the Bible, but it gives you some idea of what you should observe in any improving system. 



There will be four things at work.  The first thing is, there will be aims.  Someone will have said what we're going to try to do, whether it's to learn Spanish or reduce infection; someone has to set an aim.  Usually that's leadership in a health care system.  Let's go for it; let's try to reduce infections. 



Then there'll be a measurement system.  Because if you can't track the results of your own work, then you can't know if a change is an improvement.  So you have to have a way to know if something is improving. 



The third thing you have to do is make a change, change your grip on the club, try a new fertilizer, or do something different about the way you are trying to prevent infections in your hospital.  If you don't make a change you are going to get the same result.  You have to have a way to find those changes, which in our case usually comes out of bioscientific literature, clinical studies and the research community.  Aim, measure, change.  



The fourth thing you have to do is put it to work locally and learn as you go, because nothing works right the first time.  So if you are going to do something in your intensive care unit to try to make infections fall, there'll be a period of trying it, looking, trying again, and looking.  That's the nature of change in complex systems. 



The jargon in the quality improvement world is PDSA, Plan, Do, Study, Act.  That comes out of scholarship in the mid-1900s, and it's an iconic way to think about what goes in a learning process.  Swinging a golf club, plan to change my grip, make the change, swing the club and see where the ball went: PDSA.  



If you are trying to prevent infections, make a change in your handwashing procedures.  Measure infection rates or colonization rates.  Reflect on whether the hand-washing change worked.  And then do it again and again.  That's improvement: PDSA linked to those three questions.  There is no other way. 



There are 5,000 hospitals in America.  All of them have defects; that what the IOM said.  More and more, thank goodness, they want to make improvements. 



There is another question that then arises: this is how they must do it.  There is no other way to do it.  Should they share it or not?  Would you like a hospital in Fresno that had a successful endeavor in reducing infections to tell a hospital in San Francisco or in Fayetteville?  Well, I guess, yes.  Why would we require that everybody make the same learning locally every single time.  That's pretty wasteful. 



So actually in the world of improvement you want people to talk to each other, and to tell each other if they had a great insight, or that something didn't work. 



The way we do that in health care generally is, we publish it.  There are very few other ways to do it than to put it in a journal if you can find a journal to take it or go to a conference and report it in an abstract. 



So talking together, learning from each other, is also part of a mature learning system.  So improvement by any name ought to have these elements: facing facts; setting aims; measuring defects; tracking changes over time; making changes; and talking with others about it.  That's quality improvement. 



The alternative to improvement is not human subject safety; it is not security; it is not protection of people. The alternative to improvement is darkness, it's ignorance, and if you believe the IOM, it's harm. 



Let me show you how it works at scale.  We have examples of this burgeoning all over the country.   The keystone project was only one.  Here is Ascension Health, a 70-hospital system in the Midwest, working hard on a whole range of improvements in care to very sick people.  And this is a graph, continually falling death rates in the 70-hospital system in America working with quality improvement. 



They have reduced pressure sores by 85 percent; they have reduced ventilator pneumonias almost to zero; they have almost eliminated central line infections in 70 hospitals, and they did it the way I just showed you: aim, measure, change, PDSA, and share. 



This is the Organ Donation Collaborative.  One of the greatest achievement in the HHS world that I've seen in a long time, it's a collaborative of over 100 hospitals that worked together for years; they're still working together to increase the harvest of organs from willing donors in the United States. 



They've saved thousands of lives by increasing donation rates year on year.  They did it the same way I showed you: they set an aim; they measured; they made changes; they learned from each other; and indeed, they published it.  So that's organ donation improvement in the United States. 



This is the Indian Health Service, which is working very hard against very limited budgets to improve diabetes care which is a very serious burden for Alaskan natives and American Indians.  They have now some of the best results of a large system in the world in reducing blood sugar rates among the Indian population using the registry based tracking tool.  Aim, measure, change, PDSA, share.  That's how they do it. 



This is the work of my own organization, the Institute for Health Care Improvement.  We put together two campaigns, 100,000 lives campaign with 3,100 hospitals engaged trying to make changes like this.  This is prevention of central line infections using data and science from CDC, the Society for Critical Care Medicine, and hundreds of investigators around the world including those who energized the keystone project, making changes in care of central lines in patients, and building on the work in this case of Rick Shannon from Western Alleghany Hospital who virtually eliminated infections in that hospital; published it.  And we generalize it to over 3,700 hospitals now in America. 



The other campaign we now did is on harm reduction, and our current effort we call the 5 million lives campaign; that's 5 million injuries prevented over two years in American hospitals.  Our goal is to help the hospitals do that with a full set of a dozen interventions. 



The results, hospital by hospital, are stunning.  Benedictine Hospital, a small hospital, putting in rapid response teams with almost a 50 percent reduction in out-of-ICU codes.  They did it the way I just showed you.



Now the question is, is this research on human subjects that I've just described?  I think not.  I think not as I understand the intent of the legislation and the common rule that emerged as regulation.  Quality improvement is stewardship of systems through the continual process of learning.  The duty of leaders is to engage systematically in that enterprise.  I believe leaders and boards of trustees are in dereliction of duty if they are not engaged in those activities as part of normal activities.



Quality improvement seems to me to be part of what America should expect in the normal operations of a proper stewardship of health care under the leaders in health care.  We have structures for doing that.  We call it management, leadership, professional obligations, duties, executive and board functions. 



Can we trust it?  Is that safe for human beings?  Because there are human beings in those beds? 



Well, the answer is imperfect.  Management of health care does not go unmonitored in this country.  We have joint commission surveillance.  We have boards of trustees and governance duties.  We have ethical obligations, and frameworks for ethics in the management of care.  You can trust quality improvement as a managerial endeavor in this country, as proper organizational management, not as research, exactly as much as you can trust hospitals or clinics to be well led or managed in any endeavor they engage in. 



Every budget a hospital makes every year is a change.  It's under surveillance; not IRB surveillance, not human subject surveillance.  It better be under some surveillance, and we either do or don't have effective management. 



Quality improvement is not, like human subjects research, an activity outside the day-to-day work of institutional and clinical leadership.  It is part of the proper organization of work and leadership. 



I am not a lawyer, Lord knows, but as I read the common rule, it does seem in that rule to give you the authority to make a distinction between that duty of routine operation in health care, including its improvement on the one hand, in human subjects research on the other. 



There will be tough cases.  There are indeed of course borderline instances when any of us looking at it will say, well, is this normal conduct, a proper learning improvement in the system?  Or is this research of the type contemplated in the common rule in the authorizing legislation?



To me the stories of Ascension Health, Indian Health Service, the Organ Donation Collaborative, thousands of hospitals working in the five millions lives campaign are not tough calls.  These are stories of managed, systematic, ambitious improvement under the stewardship and guidance of leaders whose job exactly is to make those systems get better. 



Human subjects review, I would claim, cannot and should not try to replace the moral duty of proper organizational management.  It isn't capable of doing that well, and I don't think that was its intent. 



Do you have a question before I go on? 



The difference between research on human subjects, which is the domain of human subject protection as I understand it; and improvement, which is the domain of good leadership and management; is not measurement.  They both need measurement. 



It isn't publication or sharing.  In both cases there ought to be sharing. 



It isn't transparency.  No one can learn without data, without some form of transparency. 



Maybe it's in the level of risk.  Maybe it's an answer to a hypothetical question.  You might ask a fully informed person for their own self protection.  If the care is being manipulated for their benefit or for some other enterprise.  Quality improvement is on one side of that line.  The care is being manipulated for the benefit of the people getting the care.  Research is on the other side of the line, because the care is being manipulated for other agendas beyond trying to help the individual getting the care. 



I believe that every hospital in America should have a sign in its lobby that says this: a notice to our patients.  This hospital, our leaders, our board, and our staff either do or do not make continual informed changes in processes of care based on current and new science to improve safety, effectiveness, patient centeredness, timeliness, efficiency and equity for you, the patient.  We continually measure our results.  We compare them to those of others.  And our results over time for your interests are displayed below. 



This is duty and proper leadership of a hospital.  It is not human subjects research. 



What if you disagree with me?  What if you blur that line?  What if SACHRP and OHRP interpret the common rule and the charter of human subjects protections otherwise, and you sweep improvement work under the rules and regulations and procedures of formal IRB and research protections.  Is that such a big thing to ask of the improvement community? 



The answer is, it's an enormous thing to ask of the improvement community.  It will in fact slow, and I believe stop, momentum for health care improvement in a nation that badly needs that momentum. 



This isn't because improvers are wimps or they are unable to engage in ethical conduct or formalities even of review.  It's because they are not researchers.   The rules of human subjects review to them are unfamiliar, are onerous, foreign, redundant; they are virtually incomprehensible with their understanding of proper system leadership. 



You would be asking people to go to patients and say something like, patients are getting infections that we know through science could be eliminated.  If we figure out here how to do that, how can we ask people's permission to figure out how to help them by putting science to work in our hospital?  It wouldn't make sense to them; they would stop the effort. 



If you extend formal human subjects review to the formal - to the day-to-day processes of quality improvement, as they should be spreading in America, including their acts of measurement and sharing and public display of results, and iterative change and learning over time, PDSA, and indeed, publication about improvement, we will unfortunately slow improvement almost everywhere, and I think some places will stop it often, and I could show you cases where that is already happening. 



That will be sad.  It will be unnecessary.  And I think our patients will then ask us, and ask you, why in the name of protecting us did you slow progress toward reduction of ongoing needless harm through the introduction of proper scientific knowledge into the daily conduct of care. 



I'm sort of glad I don't have your job, because I think this is a bit of a tough strait you are going to have to navigate through.  But I have thought about what you might do, and my other panelists, co-panelists, will be much more helpful. 



The underlying basis I think for your judgment should be that you would realize that quality improvement is primarily a component of proper management, proper leadership; it is not the creation of new knowledge from research. 



Unlike researchers who have mixed agendas, serving others than the patients themselves - they are serving the growth of knowledge - clinicians and health care organizations have not just a right, they have an obligation to improve patient care quality, on behalf of patients. 



Ethical management does require continual improvement, ethically managed; but that is not a human subjects research issue. 



What could OHRP do?  I wish you could clarify what I said, that QI work was not meant to come under IRB jurisdiction under the common rule; not as I've described it to you.  That you would nonetheless take a moral stand here, and we do need ethical advice on this, which is encourage health care leaders and clinicians to set standards and to articulate guidelines for the ethical conduct of QI, but as a matter of proper ethical stewardship of systems, not as a matter incorporated under the umbrella of human subjects research. 



And I think it's very important for you to clarify that in making a distinction, neither measurement nor learning nor PDSA nor comparison groups nor publication convert a QI project into human subjects research.  That would be bad policy. 



I thank you for the chance to share my thoughts with you.   I hope I've given you some insights into what the words mean, and my other colleagues will be better able to guide you in your choices. 



DR. TILDEN: Okay, thank you very much, and we'll have questions later. 



I'm going to introduce our next presenter, who is Dr. Brent James.  He serves as chief quality officer and executive director at the Institute of Health Care Delivery Research, a component of Intermountain Health Care based in Salt Lake City, Utah. 



He is known internationally for his work in clinical quality improvement, patient safety, and development of the infrastructural framework that underlies these activities. 



In particular Dr. James has been instrumental in training multitudes of senior physicians, nurses and administrators in clinical management methods through Intermountain advanced training. 



Dr. James has an M.D. degree and also has a background in engineering, computer science, and a master's degree in statistics. 



Welcome. 



DR. JAMES: Thank you, Dr. Tilden. 



I need to give you a little background about Intermountain.  We're a system of 23 hospitals.  We work with about 4,000 physicians of whom about 550 are employed by the system; the remainder are community-based physicians. 



We have our own health plan durable medical equipment.  We're what's called an integrated delivery system.  We supply almost 60 percent of all health care services in our region of the United States as a charitable not-for-profit.  That's kind of the framework for this. 



Before I became our chief quality officer I was our vice president for medical research and continuing medical education.  We also have a reputation for electronic medical records.  The first really effect of electronic medical records I think grew out of LDS Hospital, our flagship in Salt Lake City back in about 1965, and for 12 years I chaired the group that oversaw - we called it our information security committee, ethical conduct using electronic medical records, which it turns out ties very, very heavily into this. 



I also served for three years with the Hastings Ethics Center on AHRQ funded work around the ethics of quality improvement, which is some of the background material for this I believe. 



From that work I can tell you that at Intermountain we interact with patients in three fundamental ways.  The first is health care operations, basic care delivery.  I'll expand that a little bit more later. 



The second, a number of our hospitals are major academic centers.  Technically we are a community-based system, but a number are academic, and we do a substantial amount of research. 



Thirdly, we sponsor a full set of residency training programs, fellowships; basically any health care organization though has health care operations, research and teaching. 



The key first insight is that we have ethical obligations to patients across all those boundaries.  Over the years I've come to use a standard list: autonomy, beneficence, non-maleficence, justice.  But the point is it crosses all categories of activities, and applies equally within each, as we discuss those categories. 



Now we are required as a care delivery organization, both by professional standards, and by explicit regulatory requirements, to oversee or manage ethical practices in all of those areas through two main methods today.  The tradition for many years was called quality assurance, clearly part of health care operations. 



But over about the last 20 years we've extended that to quality improvement; not just as Intermountain of course, this is a national effort.  And it directly affects our regulatory environment. 



Quality assurance uses implicit or explicit criteria to assess ethical conduct and outcome performance one case at a time.  Classic example is credentialing and privileging of our health professionals; surgical case review; mortality, morbidity conferences; infections; informed consent; are some of the activities.  It's actually a much longer list.  We are required to meet ethical principles of health care delivery operations.



Quality improvement tracks empiric care delivery performance across groups of similar cases.  Some people call it clinical epidemiology because we tend to use measurement techniques derived from traditional epidemiology, but now in a very different setting. 



Yes , traditional belief that ethical clinician patient relationship guarantees best care is scientifically untenable.  That is a very important thing to recognize.  We have about 40 years of research, a massive body of evidence, huge variation in care delivery, not just in community hospitals and major academic centers to the point where it's impossible that all Americans are getting good care when they do receive care. 



High rates of care directly judged to be inappropriate on careful review by one's professional peers using a purely medical model. 



Unacceptable rates of patient injury and death, preventable injury and death, as a consequence of care delivery.  Dr. Berwick mentioned that in terms of crossing - I'm sorry, To Err Is Human.  A striking inability to do all the things that work.  Beth McGlynn's New England Journal article found 55 percent of the time we do the things we should do. 



And then finally massive amounts of waste.  I personally believe it's over 50 percent of all health care expenditures are not value adding from a patient's perspective, which massively increases cost of care, reduces access to care to those who need it. 



Let's just say, if we dealt with that problem we would not be talking about uninsured Americans today, if we dealt with those problems. 



There is an implicit belief in the structure of health care oversight that the clinician-patient relationship has kind of the base state represents best care.  That principle of scientifically untenable. 



And it means that ethical considerations have to take that into account as a backdrop for what we discuss.  Clinical epidemiology, because of the measurement techniques used, some of the major findings in our Hastings Ethics Center work, I can't tell if it's research by its source of funding, I can't tell if it's research by the measurement techniques used.  I actually can't tell if it's research by whether it's published.  And the investigator stated is not very reliable.  

The only thing we found that worked consistently was the conflict of interest.  To start to see conflicts of interest where the patient's primary interest was somehow supplanted by some other objective was the only thing that we consistently found that you could use in this setting. 



As Don said, it attempts to systematically implement evidence-based best practice.  Now there is a key word there.  When we are doing quality improvement, it's usually not generating new evidence so much as implementing existing evidence.  And in saying that I like to go back to the old touchstone, the original paper, Lawrence and Micklalide in 1989, the foundation for the U.S. Preventive Services Task Force and the Canadian Preventive Services Task Force.  Level 1, 2 or 3 evidence.  Level 1 is randomized control trial evidence.  Level 2 are various observational designs.  Level 3 is expert consensus using formal methods, delphi methods, across a group of respected authorities. 



But we use all three of those levels to establish best practice.  For example by that standard the work that was done by Hopkins in Michigan was clearly evidence-based best practice, the day they started.  There was no question about that. 



Oh, yes, it works at the level of systems.  And we sometimes call that open loop.  So for example when we are implementing these things at Intermountain, we have, we call them shared baselines.  It's an expectation of our clinicians.  I can demonstrate that you can't write shared baseline care protocols that ever perfectly fit any patient. 



It's not just that we allow or even that we encourage; we kind of demand that our clinicians adapt those tools to the needs of an individual patient. 



This differs strikingly from the years I spent at Dana Farber Cancer Institute doing randomized controlled trials where you expect people to vary, based on the particular needs of a specific patient seated in front of you.  Good quality improvement has that feature, just in passing. 



Yes, technically it's defined as part of the HIPPA regulations, part of health care operations.  And I've thrown into my slides a specific statement of how that falls, and I think HIPPA got it right on this one. 



In fact if I add the details of health care operations, direct patient care, quality assurance and quality improvement, the nice thing about that definition is, it puts quality improvement in exactly the right place.  It's a tool that focuses on direct patient care with an aim or intent to systematically perform, to execute, what we know is best.  It provides a massive synergy into research.  It means you can implement new research findings consistently.  And it asks better questions for the research enterprise, frankly.  So we do both. 



Now in that regard, Intermountain - well, any health care delivery organization, as management team, has two main tools that we use to oversee ethical performance within our system.  They are called prevent controls and detect controls. 



Prevent controls, that's an IRB.  It means you have an independent review of proposed actions before those actions are executed.  Only approved actions may proceed.  And then you'd like your oversight group to monitor execution to assure that all agreed actions are followed. 



So classic IRB function detect controls, well, they differ in terms of scale, particularly prevent controls require large amounts of time and effort by both the institution to conduct the activity, the review activity, and by those applying for approval.  They do tend to suppress activities, just because of the investment in time and effort involved. 



So you use it for things that are optional, typically.  Generally they're reserved for very high risk.  Low volume activities are not time critical under option.



Detect controls, we sometimes call them enforceable policies.  So the basic idea is this, you train everyone in the organization in ethical conduct.  As part of that training, you point out that they have an ethical obligation to report any unethical activity, their own or others, that they see. 



You commit everyone in writing to follow that standard.  At Intermountain we do it every two years.  It's to the extent that if you are a joint commission reviewer, to come to a review at our hospitals, as they come in the hospital they are required to sign an access and confidentiality agreement that says that they too, if they see patient information, will behave ethically in the use of that information.  So I mean everyone literally. 



You monitor for potential violations both by reporting systems with the people involved.  You can develop some fairly sophisticated mechanisms that don't rely on people, just in passing, that work fairly well. 



You then investigate and confirm actual violations and take appropriate action.



Oh, the action means action against the ethical violator, personally.  It means action to improve your actual detection system, and action to improve the system of care delivery for failures you find.  So three classes of activities associated with it. 



These tend to work by far the best in high volume time sensitive areas where things are not optional, and it's the mainstay by which we oversee routine care delivery.  They are very effective.  At least within Intermountain we average about 40 investigations per month, two to four personnel actions per month. 



So far all of our effective action in the last 20 years has come from detect control systems.  And they are far more common by the way, violations are far more common in routine care delivery operations than they are in research, empirically. 



They are the mainstay of care delivery oversight.  



Just in passing, I couldn't help but commenting, OHRP's internal operations are a detect control system, a classic detect control system.  You wait for someone to file a complaint.  When you get a complaint you investigate, and then take appropriate action.  It's a classic detect control system in terms of OHRP as an office, how it functions, just in passing. 



Well, think of it this way, if I build out the entire model, yes, I have ethical principles that lead to enforceable policy that span all of our activities, left to right, top to bottom. 



Of course I add additional protections for optional activities.  Off to the right, we use IRBs for experimental research or patient contact research.  If we are doing epidemiologic research under HIPPA, we can oversee privacy and confidentiality autonomy using something called a privacy board.  It has the same structure and function as an IRB.  We tend to use them just to offload our main IRBs because the focus is a little bit different in terms of privacy and confidentiality.  They don't get nearly as heavily into health protections for those patients as a comprehensive view. 



In summary quality improvement is primarily about care delivery management, not the creation of new scientific knowledges.  Both process management and research must be done ethically.  I think this is something that people overlook from time to time, but this spans the entire set of activities that define clinician-patient interactions. 



They do both tend to generate new knowledge, just in passing; different scale, though, and different ethical considerations with them. 



And yes, ethical management is done, I mean that management of care delivery is done in ways that are profoundly different from ethical research, because of the need to decide, innovative and improve is so constant.



Let me put it this way: within Intermountain we used to call it the practice of medicine when I was in medical school.  It's the idea that I observe the treatment so I give it to my patients personally.  And the outcomes I achieve so that I can improve treatments for future patients. 



I expect every physician, every nurse, every administrator in Intermountain, to routinely practice improvement, as an ethical requirement for good care delivery within our system. 



The volume is massive.  The idea that I could put a prevent control system in place and effectively operate it is ludicrous on the face of it.  I have a very effective tool.  The truth is that we use both in balance, back and forth, depending on the nature of the problem. 



We as this whole idea with the IOM Crossing the Quality Chasm report, the whole idea that routine physician-patient relationship didn't produce best care; that there were system failures; has pushed us into a new era, a new level of management.  I see these reflected routinely in oversight requirements from the Joint Commission, from CMS, from other agencies. 



And frankly we need to I think adapt our understanding of the common rule to a new generation. 



With that, Dr. Tilden, thank you very much. 



DR. TILDEN: Thank you. 



Our next presenter is Dr. Carolyn Clancy.  Dr. Clancy is director of the Agency for Health Care Research and Quality.  She joined AHRQ in -- should I start from the beginning?  



She joined AHRQ in 1990 and served as the director of the agency center for outcomes and effectiveness research prior to serving as director of the agency. 



Dr. Clancy graduated from the University of Massachusetts Medical School, and served as a Henry J. Kaiser Family Foundation Fellow at the University of Pennsylvania.  



She is a general internist, and has extensive experience both as a researcher and editor of peer reviewed journals in the fields of quality improvement and health care services research. 



Welcome, Dr. Clancy. 



DR. CLANCY: Thank you, and good morning. 



I want to thank Dr. Pritchard for having this panel.  I can't say that we've gotten quite as much attention as this office since December 30th, but I will say the volume of email and phone calls coming in to AHRQ about this issue has also been fairly intense. 

So what I want to talk a little bit is to echo a couple of the points that John and Brent made about the critical need for health system transformation, and then talk about some issues and challenges with respect to quality improvement research and what we need to move forward. 



I will give you a take home message and say that I don't think that there are really easy answers here.  I found Brent's overarching diagram a very helpful way to begin to think about it.  But I don't have a silver bullet for you.  



So if that's disappointment, I'll just break it up front. 



AHRQ's mission is to improve the quality, safety, efficiency and effectiveness of health care for all Americans. 



The agency was created in late 1989, so next year will be 20 years, and it was created precisely in response to the challenges in health care delivery that my colleagues have just so articulately described. 



At that time Jack Weinberg and researchers from the RAND Corporation were demonstrating enormous substantial and important variations in the delivery of medical care, which really challenged everything that we knew, and quite frankly gave clinicians and health care organization leaders a very, very different view about what was going on in health care. 



So just by way of example, this descriptive work often done using Medicare claims found not only the variations were pervasive, but they were pervasive in other countries as well that had very different financing and organization strategies for providing health care for their citizens. 



So our authorizing statute and our subsequent reauthorization both direct us to support research to improve care, but also to make sure that that gap is closed between that 55 percent and the other findings that Brent described in best possible care. 



So I think at a very elemental level we all know what quality of care is, right?  It's the right care for the right person at the right time.   That also comes from the Institute of Medicine. 



And what's getting the attention fo policymakers including most emphatically Secretary Leavitt is while health care costs continue to go up at a fairly steady, always steady pace, Uwe Reinhardt has clearly demonstrated that since we've begun collecting statistics a little over 40 years ago the health care beast as he calls it routinely eats on average eight percent a year increase. 

Some years a little lower, but then there is usually a compensatory slightly bigger jump the next year.   And we are hearing now that that is making us less competitive; employers are moving out of the country and so forth.  So that's quite urgent. 

We produce an annual report to the Congress on health care quality since 2003.  This was the 5th year.  And across all settings and populations health care quality was up just over two percent. 



Now if you remember Brent's number of 55 percent from Bath McGlynn's study, I'll celebrate any movement forward.  But two percent, some might describe as a little bit modest; some would say glacial. 



John pointed out the urgency in particular of focusing on those subgroups often racial and ethnic minorities; also those who are poor and not well educated.  The subgroups that are at the highest risk of poor quality care. 



And on the left-hand side of what looks like a very busy slide what I'm showing you is that from our disparities report, which is very closely linked with our quality report also submitted to the Congress, we now have the capacity to track over time how we're doing.  So what you can see going across this slide from left to right, in the first bar you see that six of the core measures for how we're doing for blacks as compared with whites, the disparities are improving; they are not eliminated. 



In nine of those core measures, there has been no change, and for one that's actually been worsening. 



And you see the pattern going across the slides, for Asians compared with whites; for American Indians and Alaska natives; for Hispanics compared with non-Hispanic whites; and for the poor versus those with higher incomes, look different. 



But you can see the same picture that indeed we're improving in some areas.  In other areas we're not moving the needle.  And in some areas, particularly for the poor, we're actually doing worse. 



So this gives us the capacity at a very high level to see how we're doing as a nation, and I think reinforces the point that Don made that the equity part of those six dimensions of quality is particularly urgent and acute. 



Now this I think is our big problem.  The question is, is there an overlap here?  Are research and quality improvement very separate activities?



Now coming from a research agency perspective, it might be that I'm going to see this overlap as being larger than others might.  And I agree with every single point that's been made by the first two speakers. 



At the same time, and I will say this with all due respect, one might wonder if we can actually PDSA our way out of the gaps we see in health care delivery today, or whether indeed it is worthy of public investment as a public good because it affects all of us to try to figure out, are there other strategies we could be using. 



And ironically this is a fabulous problem to have.  I would say that 20 years ago quality improvement campaigns were sort of patched on to the rest of health care.  They included such features as signs letting everyone in the hospital know that the Joint Commission was coming in a couple of weeks, and that kind of activity, and maybe little stickies posted on charts; I've used that to great effect in some settings myself.



But by and large we didn't have the capacity to collect the kind of data that John and Brent were talking about.  Now there are an increasing number of systems who, if they are not of Intermountain caliber, they are getting there.  They have made investments in health information technology.  They actually have safety and quality officers who depend on the best kind of techniques to know, A, how they're doing, and B, whether what they're doing makes a difference. 



So I would argue that there is a lot of quality improvement that is indeed outside the world of research.  And again I really like that framework that Dr. James shared with us. 



But there is also a pretty urgent need to learn more about what actually does work to improve quality of care, because the urgency of increasing the pace of improvement seems pretty self-evident to me. 



Now this is pretty complex business.  If you buy this analogy that -- or the argument that there is an overlap.  By and large we are not talking about interventions in the way we understand clinical interventions.  In fact, I would argue that until maybe 15 or 20 years ago, many clinicial researchers believed that if they published something that said X intervention works or doesn't, then that's what happens.  It was a very logical thing to believe; after all it was in the New England Journal or another prestigious journal. 



And we've learned since then all too clearly that that's not how it happens. 



Oftentimes we're talking about interventions that are at multiple levels, where we're looking to align strategies internal to an organization. 



It often involves organizational or behavioral changes as part of implementation, which is why some people who are quite passionate about quality improvement research will tell you it's actually much much harder than all of the -omics work. 



And as Don said very clearly it's a very local activity, often at a single site, or even a micro-system.   But there is a clear interaction with federal, state and professional policies. 



More to the point the interventions may change over time, and between sites.  And I think one of the toughest questions that we face all the time is if you are looking at the part of the circle for quality care and delivery that does not overlap with research, then the question is, when is the evidence robust enough to say, this is clear, we should be doing it; this is not part of the common rule protections; and so forth. 



And again my colleagues have made the point about potential for harm, and to whom. 



The federal government has a really big stake in this.  If you think about how much investment we've made in biomedical science at NIH over the years, and how much that has transformed what's possible in health care today.



The clinical research enterprise has talked about the urgency of translational blocks in terms of two translational blocks. 



So the first one is actually translating to patient level interventions from what is going on in basic science; and the second is testing those human subject trials which clearly come under the common rule in terms of getting it to the bedside. 



We would argue that there's actually a third block, which is the kind of work that Don and Brent described very clearly, which is, how do you take it to scale?  How do you begin to distribute that knowledge so that the right thing to do becomes the default rather than the exception as it is today? 



And just to underscore this point, again, the urgency, there was an article in the New England Journal not too long ago called the Eulogy for a Quality Measure.  It's got kind of an interesting ring to it. 



And the point was that provision of beta blockers for a patient who had a heart attack, which reduced subsequent mortality, has become so routine that it's now not on the NCQA report cards any more for health plans.  This is remarkable for two reasons: number one, that we are doing that well, that it's become so routine we don't need to count any more or track it.  Number two, of course not surprisingly, in an area where report cards have lots of not such great grades, most providers don't want to give up areas easily where they are doing well. 



But nonetheless this is no longer on the report cards.  So that's the good news.



The not-so-good news is, the landmark clinical trial was published a little over 25 years ago.  And what I think there is a very clear sense of in the world of health care delivery and health care policy is that we've got to narrow that timeframe a lot, and that's why this overlap becomes so important. 



Now since 1993 again in response to our authorizing language, we have generated research examining strategies to improve care in a variety of areas, sometimes within NIH, sometimes with VA, and others.  Often through grants, but increasingly recently through research contracts. 



In addition to that, in response to the Crossing the Quality Chasm report, we actually commissioned a series of systematic reviews that synthesized all existing knowledge and high priorities for improving health care quality to try to figure out what works, so we could actually disseminate that information widely. 



As the reports came back, it was a very, very humbling experience, as I'm showing it here on this slide.  Many of these areas, diabetes, hypertension, health care associated infections, and so forth, there were a variety of strategies that had been tested in studies, and they had an impact, often statistically significant, but did not begin to close the gap. 



And at the end of these reports, what we realized is exactly how much we still have to learn about translating what we know into routine practice. 



The Pronovost Study you have heard a lot about.  The only point I would make here, if my information is correct, I think that 12 of the 64 hospitals in Michigan have their own IRB, which means that the rest have no idea what this is about.  In trying to figure out how we can encourage the kind of partnerships between very strong researchers like the Pronovost team and hospitals out in the field that urgently need to improve, because you should be getting reliable, high quality care regardless of where you seek that care, I think is a very big priority here. 



To give you an idea of some of the other kinds of studies we have supported, I just selected two examples.  In northern New England, Jerry O'Connell and his colleagues actually got surgeons and hospitals across northern New England to come together in the mid-1990s to try to figure out how they could improve initially bypass surgery care. 



And they published their results in JAMA, and found that they significantly reduced mortality.  And what we learned after the grant was over was that the hospitals were so excited about this work that they now pay dues into a nonprofit organization to continue the work. 



So this collaboration continues, this improvement work.  They are measuring and improving their work and making changes, and frankly giving patients information about what's likely to happen to me in a way that simply wasn't available before.  They have now expanded to stents and angioplasty as well as valve replacements. 



Interestingly right now there are a lot of professional organizations -- the Society for Thoracic Surgeons is probably the best known, but a number of other professional organizations -- that are increasingly incredibly interested in developing or have already developed registries to try to figure out how they can improve their work. 



If we begin to imagine that OHRP spans all of that activity, boy, you are going to have a whole lot of work to do is all I can say. 



Another example comes from Ken Wells at UCLA.  Now this was a study to improve detection and treatment of depression in primary care settings.  And this was randomization actually at the clinic level.  There was informed consent here.  And the results were fairly dramatic; significant results at one year, and at five years those improvements had not only been sustained, but disparities in care had been more or less eliminated. 



So this is what I mean by randomization at the clinical level.  Some were randomized to usual care; some were randomized to support for psychotherapy, and others were randomized to support for medication management. 



All of this required some customization locally, because the collaborating partners for the most part were managed care plans that had slightly different coverage for mental health benefits, so their interventions had to fit within what was allowable under their coverage plans. 



So this rather busy chart just gives you a sense within the world of research designs, what are some of the methods used here. 



We're rarely talking about randomized trials in the world of quality improvement.  In some areas like the Partners in Care Study, we are talking about cluster randomization.  More and more we're talking about quasi-experimental methods, particularly as more and more data become available, as a byproduct of care delivery in the way that Dr. James described. 



Now that approach is being used a great deal, and it certainly informs the work that Don was describing.  It does have, interestingly, some interesting challenges, not only does the question come up now is that research, many journals actually wonder, is this enough like research to be able to publish it. 



In fact before the Pronovost article was published in the New England Journal of Medicine, the biggest issue for him at that time -- he couldn't see the future -- was that there was not a control group; and there was a very interesting editorial about why despite that and after extensive statistical review they concluded that this was very, very important. 



And since then a number of us have had the opportunity to hear people say that from their perspective leaders in ICU care, this is the most important change that they've seen in a generation, because 20 years ago they really thought that these infections were awful, but that that was just part of the price tag of being an ICU patient. 



So I think the potential here is enormous. 



So some provisional definitions that we are struggling with.  Quality improvement intervention is an effort to enhance the extent to which health care is safe, timely, effective, equitable and patient centered, and results in the best possible patient outcomes. 



The intervention can occur at the policy level, witness the opportunities or requirements, depending on your perspective, for reporting on quality performance publicly.



It can occur at the delivery system level or at the clinical micro-systems level. 



I mentioned the public reporting of quality, because I think that ups the ante here.  It's a reflection of impatience and urgency from those who are paying for care, but it is also going to prompt a great deal of activity internal to systems.  So it won't be -- it is not only going to be those who are on the leading edge, but more and more, those who are -- whose performance is being reported publicly, and that is stimulating a great interest in how do we do better. 



And all of this again, all of these interventions are focused on enhancing the way care delivery is structured, organized and operationalized, to make sure that all of the investments in science made are actually what are turned to the benefit of patient care.



Implementation research is the scientific study of how specific sets of activities are strategies are used to integrate evidence-based or evidence informed interventions within specific settings toward a goal of improving the quality of health care. 



Here the issue is not, what works.  We know that hand hygiene in a variety of interventions worked to reduce infections for patients in ICUs, but how do you actually make that happen? 



That's where I think the overlap between QI and research gets very very fuzzy.  And as I'm sure many of you are beginning to grasp, if you think about the span of HHS activities in disease surveillance, public health system events, and so forth, you start to get the picture that this is a very, very big area that we've got to be thinking about as clearly as possible. 



Clearly, I would argue that we need better methods, and frankly better theory to guide our work in improving quality of care, which is why I'm arguing that there is an overlap between quality improvement in research, rather than saying that they are separate spheres. 



Clearly the resources here that we are talking about are not just about researchers, but also about those who participate in the research at a variety of levels. 



So it seems very clear to me that as you are thinking through this issue -- and I would echo John's point about how challenging this is -- the importance here is not just to the research community.  The research community will figure out how to deal with -- they'll still complain to us or other funders of course.  But they will figure that out. 



But I think the real challenge is, how do you explain this to small hospitals that aren't really sure what the letters, IRB, stand for, or why they would need to know that.  



It's very clear that we need to focus on resolving research ethics issues so that we can begin to build more capacity in this area.  And I think the big, big question confronting us is, do we just need to be smarter about applying the common rule?  Or do we need a new framework for quality improvement? 



That I think is going to be the central tension here.  And across how many spans, public health, surveillance, and so forth, does that new framework need to span?  I don't have any easy answers here, but I do think it is a very, very important issue to be grappling with.



And while we are en route to grappling with that, the more OHRP can do -- and let me just say that we are happy to help  -- to make it very clear how much flexibility is provided by the common rule for, for example, for bringing the work done at individual hospitals that have never heard of an IRB under the jurisdiction of an IRB at a major research institution as well as allowable exemptions and so forth, I think the fewer barriers there are going to be to the kind of learning that we desperately need in this health care system. 



So thank you for your attention, and I'm looking forward to the discussion. 



DR. TILDEN: Thank you very much, Dr. Clancy. 



Our next speaker is Dr. Christine Grady who is head of the section of human subjects research in the department of bioethics at the Clinical Center, National Institutes of Health. 



Her research focuses on ethical issues in human subjects research, and in particular subject recruitment vulnerability, incentives, informed consent, prevention research, and international research ethics. 



Dr. Grady holds a BS in nursing an biology from Georgetown University; an MS in community health nursing from Boston College; and a Ph.D. in philosophy from Georgetown University.



She is a fellow in the American Academy of Nursing; a fellow of the Hastings Center; and a faculty affiliate at the Kennedy Institute of Ethics. 



Dr.  Grady. 



DR. GRADY: Thank you very much for including me in this panel.  It's an honor to be here, and I appreciate as the previous panelists have said, the complexity of this work that you are doing, and applaud it. 



The first thing I need to say is that although I work at the NIH, what I'm about to say does not represent the views of the NIH.  In fact, it represents my views, but my views have been very much informed by other people who have been working on these issues for a long time, including many of the people in this room, some of whom you have already heard from, and some of who are sitting around the table.  So I appreciate that. 



So I take it that my task is to add to the discussion: in what ways is quality improvement ethically similar to or different from human subjects research; and to then consider which of these activities should fall under the current human subjects protection regulations. 



So I'm going to do that by starting from sort of my perspective thinking through how quality improvement is different from and/or similar to human subjects research.  Some of this has already been addressed by some of the previous panelists. 



So I want to start with a very simple recommendation, both have already been recognized, that both activities involve systematic investigations that aim to improve something.  In one case the goal of quality assurance is a systematic investigation to improve care.  And people talk very carefully about, there are small cycles of interventions linked to assessment with the goal of improving process, outcome, efficiency of complex systems of care.  And we heard this also from Dr. Berwick. 



Whereas research is a systematic investigation also, including research development, testing, evaluation.  But design to develop or contribute to generalizable knowledge.  And somehow this systematic investigation to do what is where people focus on the differences.  But they are both systematic investigations. 



I think we've heard from all of the previous panelists that in fact the amount of quality improvement activity has increased substantially in the last 20 years; the sophistication of those technologies, interventions and activities have increased substantially in the last 20 years. 



And so this issue has become an issue for us today because of those things. 



I think it's also important to recognize that in fact many of the methods and measurements of the two activities are similar.  Both research and quality assurance involve observational activities, or interventional activities.  They use quantitative and qualitative methods.  They do retrospective, concurrent and prospective analysis; and they use analytic tools. 



Matt Wynia and Jacob Kurlander in one of the Hastings Centers publications said, well designed, well implemented QI activities are similar in many ways to human subjects research.  Steps in each include identifying an eligible target population; observing or intervening with individual patients, with staff or with systems; gathering data in a systematic fashion; and conducting appropriate statistical analysis. 



So there are many similarities. 



Now the randomized controlled double blind placebo controlled trial is not something you see as often in QI as you do in human subjects research.  But short of that, there are lots of overlaps in terms of methodologies. 



I think it's true to say that both sets of activities can pose some risk or at least burden to the individuals involved, and that there is a wide range of possible risk and burden that varies considerably depending on how the particular activity is being conducted. 



I also think it's fair to say that in both sets of activities, people involved in the activity are a means to a goal that goes beyond them.  The goal of both quality improvement and human subjects research is to learn something, to learn something from or about the individuals that are involved in the activity that will benefit others like them. 



This may include them, but it doesn't in either case actually necessarily or always include the individuals that are involved in the activity itself. 



So how are QI and human subjects research different?  There has been a fair amount of literature on this topic over the last 15 years or so that has tried to make a very strong difference between the two.  You have heard some of those differences articulated very eloquently by our previous panelists.  But I'd like to go through some of these that are prevalent in the literature. 



So one is, people say the intent or the purpose is different, of quality improvement versus human subjects research.  Where quality improvement, although it delivered systematic and data guided, as I've already said, the purpose is to bring about immediate improvements in health care delivery in particular settings.  So focus on both immediate and particular; that it's an intrinsic good of clinical care and normal health care operations, and we've heard this already from our previous speakers, some of whom have written about this as well. 



Whereas human subjects research, the goal and the purpose is to develop, I would argue, socially valuable generalizable knowledge about health, disease, treatment, with the potential to contribute, however, sooner or later, to improvement in human health. 



So there is some overlap, as Dr. Clancy -- in purpose -- as Dr.  Clancy suggested in other ways. 



Some have suggested that there is a difference between QI and human subjects research because of the moral imperative; that institutions have a moral obligation to improve quality -- I agree with that -- and that therefore quality improvement is a moral imperative for health care institutions. 



I only dislike that argument for one reason, and that is because it implies that human subjects research is totally optional.  In fact people say that it is optional. 



Now it may be optional for a particular institution.  It may be optional for a particular individual.  But I would argue that human subjects research is a societal moral imperative, that we do have some imperative to improve our understanding of health and ways to prevent and diagnose and treat human illness. 



I think it's also worth pointing out that although the general area of activity is a commendable one, it doesn't imply that every single project is acceptable.  So this quote I took from a paper that was published a few years ago: quality improvement is the aim of the project, and not a guaranteed result. 



And I think that even if it was true -- even if it is true, and I think it is true, that there is a moral imperative to improve quality, not every quality improvement activity is necessarily acceptable and/or good. 



Another point that has been made in the literature is that quality improvement activities are more consonant with the interests of patients; that because patients have an interest in good quality care, so all of us have an interest in good quality care, that the goals of quality improvement are more consonant with those interests.  And that somehow the need for oversight in human subjects research arises from the recognition that there is a potential for the goals of research to be divergent from the interests of subjects. 



So I think this is true, that there are reasons that the goals of research might be divergent from the interests of subjects. 



I think it's also possible that there are times when the goals of quality assurance, or a particular quality assurance -- sorry, I keep using that -- the goals of quality improvement or a particular quality improvement activity might be somewhat divergent from the particular goals of the individuals that are involved in that activity.  So we have to consider that that is at least a possibility. 



I think the other side of that, I would argue, is that sometimes the interests of subjects or patients are actually quite consonant with the interests of research, and we shouldn't always think that they are divergent.  You know this is my way of saying that the interests of patient with X, in receiving a safe and effective treatment, are not necessarily divergent from the interests of a researcher in finding that treatment. 



What about the issue of generalizable or local?  Some people have argued that research and quality improvement -- human subjects research and quality improvement are different, because one is generalizable and the other is not. 



And research is designed to produce generalizable knowledge about the intervention; not immediately improve care, as  was stated very nicely in the Hastings Center report. 



Quality improvement on the other hand is an integral part of the ongoing management of the system for delivering care, not an independent knowledge-seeking enterprise. 



I think, though, it is worth recognizing, and this was already said by some of the previous panelists, that the results of most if not all quality improvement are actually generalizable, and it actually depends to a certain extent on what we mean by generalizable. 



Do we mean that the results of what we are learning from this particular activity can be applied to some other group of people?  And if that's the case, then we hope that quality improvement activities are generalizable to other patients similarly situated, even if it's only within the same local institution. 



I think there is some confusion in terms of thinking about this issue of generalizability about whether we are talking about the intent of the activity or the outcome of the activity.  And I'm not sure that in either case it makes a huge difference from an ethical perspective.  I do think it makes a huge difference in terms of what somebody talked about earlier, that we should not go into quality improvement activities intending not to be able to generalize, and therefore, having either barriers to doing things like communicating the findings, publishing the findings, and things like that.



And publication certainly can't be the difference between these two activities.  In fact I would argue that there is an ethical responsibility to communicate and disseminate information learned from good quality improvement activities. 



What about difference in risk?  This has been raised already.  Do the activities of quality improvement in human subjects research have different -- are they different with respect to risk.  And I think that this is probably a very complicated subject that we could talk about for a very long time.  But I wanted to at least parse it out a little bit in terms of how they might be different with respect to risk. 



One possibility is that there is a difference with respect to the chance or magnitude of risk.  And I think with certain kinds of projects, one could argue that the chance or magnitude of risk from a phase one, dose escalating oncology trial might be higher than most QI types fo activity. 



So there is some difference in chance of magnitude of risk.  But it depends on the study or the activity itself more than the fact that it's research versus QI. 



What about the justification of risk or burden?  I would say again, probably it's true, in most cases of both sets of activities, we justify a little bit of burden to the individuals involved in order to learn what we're learning, in order to get the benefit, the outcome of the activity, the ways to improve, the ways to learn about human health and illness. 



I think in every case we need to struggle with the issue of, are the risks compensated for by the benefits.  Now this is an interesting problem, because in research we often talk about the fact that sometimes there are no benefits to the individuals.  They take risks and burdens for the benefit of society, and that that -- the value to society of doing the project often justifies those risks or burdens to the individuals. 



But I wonder how that translates into the QI world.  And what I want to at least suggest is that sometimes it's the case that the individual patient in a local setting will benefit from the activity of quality improvement at that moment, and therefore, the burden that that person is asked to take on, as little as it might be, is justified by the potential for benefit. 



There is probably also, ethically, something relevant to the fact that people similarly situated are going to benefit.  I don't know how we play that out in terms of quality improvement, but certainly, this is my hospital, this is where I -- even if I'm being discharged tomorrow, the person that is going to sit in this bed tomorrow is going to benefit from the improvement activities of today. 



I'd like to suggest, however, that we may be barking up the wrong tree.  And I don't mean disrespect in any way by saying that.   But what I want to suggest is in fact that trying to find a line, a solid line, or a clear conceptual divide between quality assurance and human subjects research may not be possible. 



I think it's true that some QI is clearly research, and some QI is clearly different from research.  And as Dr. Clancy said before, there is overlap.  And I would actually argue that a lot of the activity falls in the overlap, or some undefined quantity.  But certainly much QI is somewhere in the middle between these two. 



Because of that I would continue to argue that both require oversight and attention to protecting the individuals involved. 



And I loved also Dr. James arching over the activities of -- all the activities that an institution might be engaged in, and certainly recognizing the synergy between them, and the similarities in some cases between them, that there is required oversight for all of them. 



So the question that you are left with, and we all are left with, is should the standards and form of oversight be the same for both sets of activities?  And should the QI activities ever fall under the current regulatory framework of human subjects research?



And I guess I would side with those who argue probably not.  And here's how I would come out with why not.  I think the answer is not that they are not similar activities, that they have -- I've already argued that already.  But I think the reality is, and this is something that I know you as a group have been struggling with and working with, and I applaud those efforts, that the process that we currently have in place for protecting human subjects in research is burdensome and cumbersome, and is not even for research activities up to par with the kind of research that we are doing today. 



People argue that the focus is on compliance; that there is often stringent application of the regulations; that it's not flexible; and that IRBs and reviewers of human subjects research are not familiar with the activities that are called QI, they are not familiar with the activities, the goals, and the methods of QI.  And that is a problem. 



And you've all read, and the New York Times article is one thing, but you've all read probably in the literature of examples of QI activities that have been delayed and destroyed in some cases because they have been called research and had to go through this onerous task.



And you've also read, I'm sure, in the literature of at least allegations that people are designing their projects in a way that they can call them QA so that they can avoid this process.  And I don't think that's a good thing either, because that could lead to maybe lower levels of rigor in terms of methods or statistics. 



I think all of this decision about where we put QI has to fall into the recognition that at least some aspects of our regulatory system are currently dysfunctional, as has been written in JAMA. 



What are some of the problems?  Now certainly there is process problems with respect to unjustified variation.  And I think this is a really important thing that could be done -- something could be done about it.  And I know Dr. Clancy mentioned this already, and that you are working on lots of -- a lot of the SACHRP efforts are working in this regard.



But there have been papers in the literature for example that have described health services research being conducted at 45 different institutions.  So it's the same project, 45 institutions, designed in a way to be expeditable according to the common rule. 



And then you get it to the 45 institutions.  One institution exempts it, 10 expedite it, 32 fully review it, and one disapproves it because of unacceptable risks. 



Now that's illogical; that doesn't make any sense. 



I think the other process problem that's very important for QI activities is this issue of accommodating frequent change.  I mean you heard the cycle, the PDSA cycle.  It's designed to accommodate change as it comes up.  And the system that we currently have for reviewing and approving changes in activities that we call research does not accommodate frequent change. 



This is a problem for some kinds of research as well.  I've had people, colleagues of mine, who were trying to do qualitative research, who have run into problems of not being able to have it approved because of the way it's supposed to accommodate changes. 



I also want to say just a few things about, I think the current system has either an overemphasis or perhaps a wrong-headed emphasis on informed consent.  And I say that with all due respect.  I believe that informed consent is an important part of how we do lots of things -- medical care, research, quality improvement, everything. 



But the way we think about informed consent, according to the human subjects regulations, i.e. a long, complicated document with all of these details that somebody needs to sign, is not accomplishing what informed consent was set to accomplish. 



So I think that we need to really rethink the role of informed consent in making research ethical.  And certainly it's a problem for this issue of QI.  And I'm going to let Nancy Dubler talk more about that.  I'm almost finished.  Two more things. 



This has already been said.  Lots of people have recognized that if you try to fit both activities into the current system you are going to destroy quality improvement movement; cripple the continued growth; this person said force marriage between two incompatible processes tends to degrade the effectiveness of either or both of them. 



So the last couple of slides.  What is needed, oversight for both, because in both activities we are asking people to do some things to benefit others with some possibility of additional risk or burden.  We need a more constructive oversight system or systems that are more efficient, less fragmented and less burdensome; designed to help promote progress while providing appropriate protections. 



We need some kind of clear organizational authority and criteria for determining what kind of review is needed.  So that overarching beautiful slide that Dr. James had you need some way at the top to say, okay, this one is operations; this one is research; or this one is in the middle, and how are we going to review it? 



We need review and scrutiny for all activities that's appropriate to the risk, the uncertainty and the deviation from what we already know works.  And we need adequate research. 



We need some more clear guidance for using or more permission to use expedited review and exemptions so we don't have that variation like I described a minute ago.  And I know you are expanding the categories, which might also help. 



We need centralized review for multicenter projects.  There was a paper this week in the Archives of Internal Medicine, a wonderful paper actually that said the quality of care in hospitals is better in hospitals that do clinical research.  So there you go, the synergy.



But it described a quality improvement project which involved 576 hospitals, and 576 hospitals had to have IRB review.  That's absurd. 



I've already said about -- so I think in the end what we need is quality improvement in the process of IRB review and regulatory compliance. 



And Dr. Koski, who you all know well, said something similar in a very recent paper in the Hastings Center report a couple of weeks ago.



Thank you very much. 



DR. TILDEN: Thank you.  Thank you very much. 



Our final speaker today is Dr. Nancy Dubler.  Nancy is a professor of bioethics, and director of the division of bioethics, Department of Epidemiology and Social Medicine at Montefiore Medical Center; co-director of the certificate program of bioethics and medical humanities at Albert Einstein College of Medicine. 



In addition to consulting with federal agencies, national working groups, and bioethics centers, she lectures and has written extensively on termination of care, home care, and long term care, geriatrics, prison, jail health care and AIDS. 



She's also a member of the Hastings Center Report related to QA and QI.  She's also published a number of books. 



Nancy.  



MS. DUBLER: Am I on? 



It's an honor to be here.  And thank you very, very much for inviting me. 



Since we are at the end of our time, how many minutes do you have? 



DR. TILDEN: Just take your regular time. 



MS. DUBLER: Okay, thank you very much. 



DR. TILDEN: Take it out of my time later. 



MS. DUBLER: Okay.  I'd like to begin with three stories.  They are very brief. 



One is, about a decade ago, the nurse who heads infection control came to the IRB with a project to test two different ointments for stage two decubiti, and she wanted to randomize.  And this is relevant to your afternoon discussion. 



The IRB said these were demented elderly patients, so they couldn't give consent.  And this was a randomized clinical trial so you couldn't do it. 



I wasn't at the IRB that night, or I would have argued that 116(d) applied.  And I thought we could do this with reasonable certainty. 



The second story is about large screens from my office.  So slightly over a decade ago, Montefiore was moving to the electronic medical record, and this very brilliant man, Eran Bellin, was in charge of this shift.  And he thought that the electronic medical record presented opportunities for QI that are amazing. 



So he and I began to work on this.  First we looked at these QI arrangements -- the good thing about grandchildren is grandchildren; the bad thing is they give you colds. 



So we looked at his developing electronic medical record, and one day Eran went to ask it some questions.  And it promptly collapsed.  So he developed something called the clinical looking glass, which is a replicate of all of our clinical data to be used for QI and research.  And it's updated every hour. 



And the screams from my office came from my saying, this is research, you can't do it if you don't go to the IRB.  And he's saying, it's not research; it's QI.  



And so we published something in the American Journal of Public Health in 2003 looking at our experience with the clinical looking glass, and setting our beginning rules of a nimble system to look at quality with the ethical obligation of the institution to implement is findings when those findings became clear. 



So that was the beginning of my work in QI. 



Final story: when my now 37-year-old law professor daughter was 16, I came into the living room one day complaining about the New York Times, which had gone to a bar graph system for television listings, and she put down her book and said said, Mom, you have the strongest opinions on the dumbest subjects I ever heard. 



So here comes a strong opinion, but I don't think it's on a dumb subject.  QI and research as we've heard today, and I'm going to have to edit my slides as I go along, because much of what I prepared, not surprisingly, has been addressed.  And that is, research is not morally mandatory for institutions, I would argue; and it's not morally mandatory for human subjects; but it is morally mandatory for society, I agree with Christine. 



Now how one makes -- how one implements a moral mandate when neither institutions nor individuals have the obligation has largely, I would argue, been the job of the NIH over the years, and quite frankly as its funding falls the ability of the U.S. as a society to meet its moral obligation is in question. 



But in fact research is both at the institutional and the individual level, not obligatory and not mandatory. 



In contrast, I would argue to you, that quality improvement is morally mandatory.  It's morally mandatory for professionals who treat patients, and who must know that what they are doing is in fact the best that they can do for their patients. 



I think it's morally mandatory for individual health care organizations.  I have written in other contexts that health care organizations have moral agency.  That is, like individuals that have moral agency, health care organizations must think of themselves as bound by moral rules and increasingly, as it is argued, not by economic necessity. 



And patients I would argue are morally obligated to participate in QI because it may result in a benefit to them; it may not.  It may result in a benefit for others.  We hope it will. 



But that the prior two moral obligations or physician and organization are impossible to effectuate without the participation of patients.  And I'm going to say a little bit more about how that participation should be informed in a moment. 



Now we've all cited the wonderful article of which Jo Ann Lynn is the first author in the Annals, and in fact the problem that that working group at the Hastings Center that Dr. James and I were both a part of, to really define QI and research as mutually distinct processes, I think they can be.  I think we all concede that largely that's correct. 



The Hastings group defined QI as the systematic, data-guided activities designed to bring about immediate improvements -- and I stress immediate improvements in health care delivery -- in a particular setting. 



Now the differences between QI and research have been noted, and I'd just like to underscore a few, because I think it's important to how we think about QI.  QI needs to be nimble.  It needs to try, test, pilot, revise.  It needs to think of itself as part of the operation.  It needs to be able to act quickly; get results in a timely fashion; and as part of my ethical obligation of the institution, implement those results. 



I'm also going to argue that patients who participate have a right to know about those results.  But QI I think we would all agree from the IOM reports on, is an intrinsic part of good clinical care. 



Now, this has not been addressed directly prior to these remarks this morning, and that is, I think there are ethical requirements for the protection of human participants in QI activities. 



So it's not -- I'm going to -- it's not an exception to waive informed consent, informed consent, which is a critical part of research.  Some of us have argued in other forums that the present informed consent documents, which are 20-page single-spaced documents, are not a support for understanding; they're a barrier to understanding.  So that's part of what's broken and needs to be fixed. 



But in 46.111(d) it's clear that you can waive or alter informed consent if the research involved no more than minimal risks to the subject, if the waiver would not adversely affect the rights and welfare; and if the research could not practicably be carried out; and whenever appropriate, the subjects will be informed. 



I think that existing notion in the federal regulations is very important for our discussions of QI, so I think we can take that very bottom notion -- you can't do QI if you require informed consent.  It's simply not doable, because you are going to skew what you are doing; you are going to put a burden on the research; and most QI -- most -- is minimal risk.  Maybe it's less than minimal risk. 



Please note, the last time I was at SACHRP, to my great pleasure, Mark Barnes and I were co-chairing a little working group on subpart C of the regulations.  Please note there is a different definition of minimal risk in subpart C, so the notion that we can adjust and think about what is minimal risk in a different context has precedent in our regulatory structure.  But there are requirements for QI for the human participants, and this is going to lead me in a moment to talk about oversight.  



These better be good QI projects.  I mean there are good QI projects, and there are bad QI projects.  And let's try to figure out how to distinguish between them.  They need to have some scientific validity.  They are not going to try in my decubitis study, you are not going to measure the effect of butter against an antibiotic, or at least I would hope you might not.  Is a favorable risk-benefit ratio -- there is respect for participants in QI like there is respect for subjects in human research, and we have to figure out how to do that; and I think there needs to be oversight.  You can't just have people mucking around willy-nilly and saying they're doing QI and benefitting people.  I think that's irresponsible.



So we've been through the similarities between QI and research, and I've noted 46.111(d) and differences in the definition of minimal risk, all of which I think are important for now. 



Now I come to what I think is really critical, and with due humiliation, and humility -- humiliation? Possible -- I'd like to disagree with Dr. Berwick.  I don't think we are talking about informed consent, and I'd rather not use that language. 



I want to distinguish between informed consent, which is a choice for participants in research, because research is not morally mandatory, and what I call, and have written about, and was published in the Hastings-RAND publication, as informed participation. 



People who are in QI projects need to know these things go on.  I did like Dr. Berwick's sign at the door of the hospital.  Not only are we going to have a sign if I live long enough; we are going to have little brochures on floors that talk about QI, and we're going to have a publication that tells people what are our last QI projects, and what did we find, and what have we improved, if risk management doesn't knock me off in the alley. 



So I think we need to tell participants what we're doing.  I think that these participants have a moral obligation to participate in minimal risk QI. 



And we need an oversight structure and a feedback and information structure, and all of that is what I've lumped in this concept of informed participation, which we can contrast with informed consent. 



So here is where we are.  Eran and I started to talk about this in 2003.  At Montefiore we have institution-wide what we call collaborative bioethics.  That is what we do in the clinical ethics consult service may come to the bioethics committee.  The bioethics committee addresses clinical and organizational issues.  And I very quietly two years ago asked the head of QI, a wonderful man named Rohit Balla, who did this oversight structure, could we bring this to the bioethics committee.  He said sure, and the bioethics committee said of course you need an oversight structure. 



So we are developing the quirk, and here is the quirk.  The quirk exists really now because once we have the clinical looking glass you can't get access to the clinical looking glass unless you've been trained as a clinical champion; unless you have certain very clear confidentiality protections for your data; and unless you filled out this registration form which has always gone to QI to give you access to the clinical looking glass for your QI project. 



So that exists now, and we've simply built on that to try to set up a structure.  We won't get all of our QI projects; we know that.  But an institution-wide education campaign will probably mean that we'll get a lot of our QI projects, and we know now we get all of them that want to use the clinical looking glass. 



And so oversight structure is a key part of informed participation.  You don't want seven independent QI projects going on on one floor of the hospital, because they are going to trip over each other.  So you need to have some knowledge of what's going on to assure your patients that what you are asking of them is morally and practically justified. 



So here's my conclusion.  I'm a patient soul.  This is going into the second decade of working with these issues for me, but at least in my little shop I think we're making some progress.  And I think our conclusions are, and I would suggest to you that they are reasonable for other institutions as we share our QI process, that QI is morally mandatory -- of that there is no question on my part.  It's part of the social contract of medicine that to do no harm implies the need to improve as the skills and tools of improvement are developed. 



QI is not subject to review as research because I think it would be a burden, and would stop a lot of QI and that the structure we presently have is not sympathetic to QI interventions, and that's really the key. 



You want a structure that is intellectually, practically and morally sympathetic to QI if you want it to flourish, but that QI has to be transparent, which means there must be informed participation; where you tell patients they are involved, and then tell them afterwards what happened; and it's part of the culture of any medical center. 



Thank you very much. 



DR. TILDEN: Thank you.  



At this point we are ready, scheduled, to take a break.  We'll take a 10-minute break, and then we'll ask all the presenters to come up to the front and take a seat.  And when we reconvene we'll begin the question and answer period. 




(Whereupon at 10:44 a.m.



the proceeding in the above-entitled matter went off the record to return on the record at 10:55 a.m.)

DISCUSSION OF PANEL ISSUE



DR. TILDEN: As we prepare to go around the table, I'd like to point out that Dr. Pritchard here is going to field questions for OHRP, should any specific questions come up. 



Then we have Sara Goldking here, and is Joanne here?  She's coming?  And Joanne Less from FDA, should questions come up related to FDA as agency representatives. 



So I think we can go around the table.  James, do you want to start?



DR. POWELL: Yes, I can start.  I really don't have any questions.  I absolutely love the idea of informed participation and having information on a sign at a hospital that you are involved in these types of - because one of the - the only real issue that I have is that patients might not see the difference in terms of what you are doing and why you are doing it. 



And one of the - one issue that I've run into from time to time is that concerns about participation in research are one of the reasons that drive people not to go to their physicians in certain communities; and that they may be unwittingly involved in some research -- unknowingly involved in research that might be going on. So making the process transparent I think would be key.  And I recognize this is a very difficult issue. 



I would not want to be -- I was thinking as you were talking -- I would not want to participate in a randomized control trial on a new and improved parachute.  And so I can understand why it's necessary to do it, but it may take some different types of efforts, especially with specific types of patient populations. 



DR. TILDEN: Mike. 



DR. GENEL: Well, let me say first of all that this was a superb discussion this morning, and I think captured all of the issues that were raised in the press and elsewhere. 



DR. TILDEN: I take all the credit for that compliment. 



DR. GENEL: I have several take-home messages there, at least from my perspective.  First of all there seems to be complete agreement that quality improvement in human subjects research; that there are differences between them that we can use as templates at least to determine how they should be overseen. 



The second message is that there probably is a need for some sort of oversight at an institutional level; but that that oversight is not the same oversight as for human subjects research.  This goes back to some earlier discussions I know we've had here in terms of responsibilities of institutions and institutional officials in order to guide where proposals for quality improvement and research are directed. 



So there is a message here that really goes at the institutional level in terms of the responsibility to direct these things appropriately. 



I agree with Dr. Powell that it's very important for patients in institutions to know that the institution is in fact conducting quality improvement efforts if you want to call it that, or research, and that they are participating in that, in some sort of way so that it's transparent and it's open.



So I rather liked the suggestions that -- what I rather like what has been done at Montefiore as a template for what I think a lot of our institutions can do. 



And finally I think Christine Grady, I think, hit on something that we really have to wrestle with, and that is the notion that the human subjects protection system and the IRB system is dysfunctional I think is very very disturbing.  We are doing something -- there is something we are doing wrong when a dysfunctional IRB system gets in the way of beneficial work at all of our institutions.  



I don't have a solution, but I think I can say there is something wrong that we have to try and fix. 



I'll stop there. 



DR. MARSHALL: Thank you for a wonderful set of presentations.  It was just terrific to be so well informed by a group of experts like all of you. 



I have two comments.  First of all, I want to call attention to the wonderful way you made clear how fluid the boundaries are between human subjects research and quality improvement.  So for me one of the fundamental issues, if you are thinking about oversight, which I do think we ought to be doing; I do think oversight is a good thing here, not IRB necessarily, but there will be an individual or a group of individuals or a bureaucracy set up to make determinations about what trajectory the research ought to go in, under -- who is going to be reviewing it, considering it, making judgments about the ethics of it and so on. 



So someone is going to decide whether it's quality improvement research or human subjects research, and I think it's important for us to be thinking about parameters. 



You addressed this in your discussions today, but I think we have to try our best to come to grips with how we would set parameters around quality improvement and human subjects research, given the fact that it's so fluid. 



We still have to name a project, give it a name and set it on a path.  I don't know, does that make sense?  For me that's a real stumbling block.



And the second point that I want to make very quickly, it could be rhetorical, but I'm very concerned about health disparities: who has access to treatment, whose faces we see, whose faces we don't see in clinical care. 



So my question is, how can quality improvement research - or is there a way that quality improvement research can help ameliorate some of the existing disparities? 



That's a question, and Carolyn. 



DR. CLANCY: The short answer is yes, and I think we have a lot to learn though about how.  So to give you a concrete example, there was a study published several years ago in JAMA that found that some interventions that were designed to improve quality of care for people in the dialysis program not only improved overall quality of care but actually narrowed the black-white gaps pretty substantially for two of the three interventions. 



The third, interestingly, was not a provider intervention.  The third intervention in this program was a patient-level intervention, and both groups didn't do as well in that group, less under the direct control of providers or people at a dialysis facility. 



But the graph for the other two interventions is very impressive.  There are other areas where it's not so clear, so when we look at current quality measures that relate to chronic illnesses, metrics that are under the control of a provider.  Did you order a test?  Yes.  Overall improvements were seen which are thought to be associated with public reporting and other strategies, and narrowing of the gap. 



When you actually look at the intermediate outcomes like control of LDL cholesterol, control of hemoglobin A1C, not so impressive. 



Now that's not shocking on one level, because a whole lot of what goes into LDL levels and hemoglobin A1C control is way,  way beyond the physician's practice.  But the same technique of measurement, designing strategies for improvement -- and I'm very pleased that we are actually funding a collaborative right now with a number of health plans that are trying to do just this.  And one of the big ah-hahs for them has been realizing that they need better data.  But they need to look systemwide. 



So a number of us have heard some very exciting work in that area.  That needs to only be accelerated, in my personal view. 



MR. NELSON: Well, I too want to thank everybody and also acknowledge Ivor and Sam and Kevin and others for organizing this great panel.  When our leadership recently polled us, I guess, at the start of the year to start to identify priorities, for future meetings and for our future work, this very rapidly filtered to the top as a priority for many of us, and I'm glad to have you continue the discussion today. 



I think the problem is, as has been noted, 20 years for Nancy and for the rest of you, this is not an old issue, and I'm wondering what we can do concretely today or in the next month or the next year to really bring some if not closure at least some clarity to this. 



I think if we can all accept that there are some things that are clearly research, human subjects research under the regulations, a double-blind, randomized controlled trial of an investigational agent, we can all recognize that as research. 



And on the other end I at least accept that there are some things that are clearly QI that don't deserve IRB review, full application of informed consent, et cetera, where those are inappropriate. 



The difficulty is in the blurry gray zone in between where I think there is a huge amount of overlap, and I tend to think both very practically as very broadly, to say nothing of the 500 community hospitals who can't spell IRB or don't have one or haven't heard of it.  Even the more sophisticated places, this decision, which track this follows, may fall to a staff with a BA and maybe not even in a science, and a chair who is dropping in from their clinical duties or the classroom, and this thing, whatever we're going to call it, falls in their lap, and they have to make a triage decision, that means, I think at least - and they are not going to have - they are not going to be here today engaging in this discussion and hearing you; they are not going to pick up a book and read through it.  We need to somehow reduce this I think to a very practical kind of algorithm.  What are the key characteristics that would allow them to make that triage decision and make it consistently across the board, rather than just have the three people who are here today go home and recreate a Montefiore system or any other algorithm that makes sense to us.



That only helps us; it doesn't help the rest of the world.  So I started to jot down some things that each of you said that were going to help construct this algorithm, and I got increasingly disheartened as we went on, not because the talks weren't good, because it became clear that you weren't going to give me the one true answer that was going to - you all very rightly identified the gray zones. 



Dr. Berwick noted that QI can be seen as for the benefit of the immediate patient in a particular setting - back to your test, first report - as opposed to research for the benefit of future patients. 



Dr. James identified conflict of interest as maybe the one key thing that differentiates research from QI, which I thought was a fascinating observation.  I'm not sure how we operationalize that, but that's a discussion to have. 



Dr. Clancy acknowledge the overlap and also the flexibility that is inherent in the common rule; it's probably underutilized. 



Dr. Grady acknowledged many similarities, many differences, but even those differences weren't consistently or starkly different in a way that would allow the thousands of IRBs out there or institutions faced with this dilemma to tease it apart. 



So by the time I got to the end I wasn't quite sure how to - what we can do next.  And I guess that's the question for you after all that is, what can we really come up with, or are we barking up the wrong tree?  Are we never going to get to that point? 



But then I'm back to, what can we change?  What can we do in terms of quality improvement for human subjects regulation or oversight to improve on where we're at right now.



And I see a hand going up. 



DR. JAMES: Just one thing if I could get your help, for the last 15 years I've been running PDSA cycles on this.  That's the best way I know to describe it, as someone who helped generate policy within a real system, a big system, about how we oversaw this, you say, I have to implement it. 



In the handout, I've listed my last cycle.  And I basically put it together and then asked people to comment on it.  So I put together, it says, draft policy framework, and I've listed my current rules for where I'm willing to put something into enforceable policy for the system, as opposed to, I want it before an approval panel. 



Now believe it or not, this will generate a little bit of controversy with some people perhaps in QI right now -- it's tighter than they'd care to see - but I'd really like your comments on that if you could just take a look at it and comment back to me.  I'd love to see that. 



Here are my rules at the moment.  Intermountain Health Care oversees the ethical conduct of general quality assurance and quality improvement through a system of robust detect controls.  Legitimate quality improvement practice activities attempt to implement best practice based on level one, two or three evidence. 



In other words to qualify as quality improvement, a change initiative must offer best care to teach patient management under the initiative is what that means to me.



Any project that involves either unproven therapies with no existing level one, two, or three evidence, or that compares competing therapeutic approaches - in other words if it randomizes among treatments, by definition that's research and it goes to IRBs; except in some limited circumstance where the evidence and medical consensus support mandatory care review requirements. 



For example if we have a surgeon who decides to forego sterile technique in the operating room - -and believe it or not, this kind of stuff does come up from time to time -- we will physically remove them. 



It happens with medical services too from time to time.  Most cases, though, it has to be open loop.  And open loop means that clinicians are encouraged to actively vary based on patient needs in a quality improvement setting; very different from a research setting. 



No substantial additional burden, too, just in passing. 



Now one thing that I didn't say that I really should have, we have a fairly good effective IRB system in place.  One of my real fears is, it'll water them down.  They already have a very full agenda.  There is a particular mindset that goes with it when they do it well.



And one of my real concerns is, I'll distract them and so I'll get substandard IRB oversight, and frankly, at a functional level, I'm not willing to burden them up that way. 



So I have to have some other mechanism for doing it.   



DR. BERWICK: If I could add a comment, the panelists are in violent agreement.  I think it's very interesting to me that through different pathways you've arrived at the same answer. 



We haven't solved your problem, I know that.  But let me just suggest it's harder than you said. 



Our explorations, especially Dr. Grady's, explored one boundary, the one you are talking about, the boundary between QI and research.  I don't think you will get to the socially most helpful answer without examining another boundary, and that is between quality improvement and routine management of organizations and systems.  That's where I am.



What we need as a country is to embed day-to-day improvement in the -- we have to normalize it.  It has to become part of normal leadership and management.  And that boundary needs to be collapsed so that it becomes crucial for leaders of organizations to continually improve work. 



Now your concern about oversight still applies there.  As I was saying to Nancy at the break, the question being raised here is how does normal management of organizations come under appropriate ethical scrutiny.  It's not an IRB.  There is some other mechanism needed to make sure that when managers make budgets, change training programs, build a new building, decide to cut a budget, change staffing ratios, or improve, all of which are normal management activities in the proper world, that this is being done ethically. 



I would say we have some limited ways to do that today.  We have ethical standards for professional leaders and managers.  We have joint commission oversight.



You might want to speak to social activities that assure ethical leadership outside of the domain of human subjects research, and that advice would be very valuable. 



One other point, I just need to slip this in given the conversations in response to the question so far, please don't confuse quality improvement with projects. 



Quality improvement in the more mature form is a culture change which embeds constant questioning, measurement, and improvement right in the day-to-day work organizations.  So while I'm happy to see Nancy's analysis of how if it's a big project we might pull it under some scrutiny, make some decision.  Most of what you want to have happen would be literally hundreds, maybe thousands of activities undergoing everyday in an organization making care better.  And that unfortunately makes your problem harder, Daniel.  I know it's not helping, but it's the truth. 



MS. DUBLER: Maybe I could just add a few words to that.  I agree entirely that what I'm talking about are projects, and the culture change where people demand more of themselves in the context of an organization demanding more of itself is really the sea change in moral perspective that we seek. 



But I do want to address a little bit about how we get there.  And I think SACHRP and OHRP can be critically important in this regard. 



I must admit I shudder at the thought of new regulations, or at changing the present regulations, because who wants to do that?  Nobody. 



But you can do really incredible guidance that takes what Dr. Berwick has just said and some of the other comments of this morning and make clear that some things are clearly research, move to the IRB; some things are clearly QI, get them moving; or encourage that culture.  And some things are in the middle, and we're never going to figure it all out, and let's sort of gather together and get some experiments in oversight for those areas.



I think it's interesting in the pursuit of ethical standards in America we seem to be committed, at least in theory, to laboratories.  So we said around physician-assisted suicide, let there be laboratories to see how it works. 



I think in a much less controversial area, in this area, let there be laboratories, and have different institutions experiment with different forms of oversight. 



And when I engage now with Rohit Bhalla in our turning of this draft into a reality, he keeps saying, nimble, nimble, nimble.  I keep saying, clear, clear, clear. 



So we'll get there.  And we'll try it, and if our oversight doesn't work, we'll change it. 



But if there could be a structure, a set of guidance that SACHRP and OHRP work on into which this could be embedded, I think that would be clearly a wonderful step forward. 



MS. BANKERT: Good morning, thank you.



I'm struggling between what would be the best in an ideal world and what happens everyday in the IRB office, coming from an IRB office for the last 15 years, and clinicians, for one thing, there is a trend right now that making the determination of whether something is QI or research needs to happen in the IRB office.  So that is one thing we can talk about, why does that have to happen in the IRB office. 



Secondly, I think we've all agreed that there does need to be oversight for QI and research; so that would imply a step before that we've all been talking about, someone needs to decide, and if it's not going to be the IRB, who in this institution should it be?  And that's why the idea of having an institutional program instead of the siloed IRB, which is what has been tradition, maybe we can pursue that, where the person making that decision is part of the IRB, part of the QI, that person knows both worlds and is well qualified to help with that decision. 



So I wanted to throw that idea out at you. 



The other point IRBs have been struggling with is the impact of HIPPA on this, and we haven't really mentioned that. 



Jerry O'Connor happened to be at Dartmouth, and when we set up that Northern New England consortium, that was pre-HIPPA.  I'm not sure we could have done that as smoothly as we did not as we did way back then. 



Way back then what we did was, basically we put a cover letter, this is the Dartmouth IRB, decided A, B and C.  You can use us as your IRB of record, or you can review it yourself.  You decide. 



And it just went very very smoothly.  I'm not sure we could do that now. 



So I guess my two questions are: the impact of HIPPA and how that is going to make things more difficult; and this notion of creating an entity, and your entity, the quality improvement research committee, my fear for that, as soon as you included the word research, in that committee, OHRP is going to want to know what you are doing.



MS. DUBLER: I'll take it out. 



MS. BANKERT: Take it out.



(Laughter) 



MS. BANKERT: Because we have what's called a quality improvement research program.  And I said, as soon as you put that word, research, in there, you have to go to the IRB.  So take the word research out. 



I tell my researcher - not researchers, clinicians - if you are doing QI, do not use the word research in anything you publish.  Go ahead and publish; don't use the word research. 



So those little nuances are going to be where OHRP is either going to be able to help us or not. 



So I guess the impact of HIPPA and this idea of having a person that is very well qualified in your institution to help the algorithm. 



DR. GENEL: Sam, may I interject for a moment? 



DR. TILDEN: I think Christine was going to respond to Liz and then you could interject.  Is that fair enough?



DR. GRADY: I can wait.  If you want to go first, go ahead. 



DR. GENEL: Well, only to remind everybody that for the last several meetings I have been asking what is happening to the harmonization of HIPPA with the common rule that this committee submitted up to the secretary I think three, or four years ago. 



So perhaps Dr. Wright you can take this back as something that perhaps can be done while this administration is still in place. 



Thank you.  



DR. GRADY: I actually -- I don't want to say anything about HIPPA, sorry, but I want to respond to your other question and some of the previous questions, and also something Dr. Berwick said. 



I think maybe there is an interesting distinction to be made, maybe, between understanding quality improvement as a culture, which I think is an important and an intrinsic part of what we ought to be doing, and what some people are calling quality improvement projects.  Maybe there is a difference.  Maybe there are projects that come to some level, and I'm going to let you respond to that in a second. 



And then I want to say that I think it's a shame that we have to worry about whether or not we call our projects research, because that shouldn't be the distinguishing word, especially when there is some ambiguity about exactly what counts as research. 



So in light of Dan's question, what can SACHRP recommend, or what can OHRP do, one of the things that might help is to sort of think about creating some guidance that would suggest not research always goes this way, and everything that is not called research goes that way, but here are the features of a research project for which it would require full IRB review; here are the features of a project for which it has nothing to do with human subjects research, or it has nothing to do with the IRB office, or to clarify the exempt categories even more broadly than what is currently listed as exempt, because everything that should be exempt includes things that are not typically research; things that are maybe - I mean I don't know, maybe that's an impossible task.  But I think there could be some guidance on what should even go to the person who is doing the triage to begin with. 



And I think that may get to a little bit of what Dan's concern is, which I think is a very legitimate concern, which is that at every single hospital you are not going to have a person or an officer or whatever that is going to be able to sort this all out unless there is some more clear guidance on what these distinctions mean. 



DR. BERWICK: Boy, I tell you, there are a whole bunch of ideas that are surfacing, and I need time to think them through after this meeting is over.  So I take your question. 



But let's create a hypothetical, for example, building on your point. 



Let's say a hospital is meeting today, which is a very big improvement culture, and a nurse has come to the executive and says, you know there are failures of teamwork here, that doctors and nurses aren't cooperating very well, and I think it's architectural.  I think it's because we have a doctors' conference room and nurses' conference room on six west and six east and four west - we built architecture.  I'd like to take down the wall between six west and six east right now in the capital budget; do a little reconstruction.  And then let's do a little measuring as we go ahead to see if teamwork has improved between doctors and nurses.  It may - there is plausibility of some research to suggest that would be right. 



I'd applaud that.  I'd say, my goodness, here is an organization interested in an important variable; they're going to do something real; and it's under management control, and they should learn from it.  And that's a typical activity. 



Is that a project or not a project?  They are going to measure.  What do you want to call that?  What do you want to have happen? 



I don't think I'd want to go to a separate oversight body.  I don't need a new oversight body in the hospital to say, well, excuse me, that's research because you are getting survey data.  I want the culture management to change, and it's a project. 



I guess I'd love it if the joint commission or the AHA or some body or Hastings Institute said, you know, proper stewardship of organizational leadership would encourage that activity and subject it to certain forms of management oversight to make sure it's responsible.  I definitely would like that. 



But I'd like it embedded in the normal management, not sectored out as if it were an unusual activity.  I want it to become usual. That's my point. 



And I don't know, Christine, your presentation so eloquently helped us parse the two families, and I don't know quite how to respect your correct observation, these look similar, but still make it embedded.  That's what I'm after here. 



I don't know if that example helps you. 



DR. JAMES: Could I add one comment too, Don?  Last couple of years I've been using quasi-experimental designs, prospective non-randomized control trials to help Intermountain deal with budget issues, budget questions, just for the regular old financing, classic management.  Just a demonstration that you can't rely on type of information collection or study design to distinguish what activity you are engaged in.  It just gives you much better management data, and they are easy.  That's the point behind them.  You can kick them out about like that, and you just get a much better basis for making management decisions along the way. 



Another little mental model, about a year ago I was heavily involved in a case of a 25-year-old young woman who developed something called non-osteo Ewing's sarcoma.  Involved in her care - it's a rare condition.  When we went out to review the literature, we could only find two sources of evidence, and it was relatively weak evidence, two cases series, both from Boston in the 1980s, one from BW, one from Mass General.  One had 86 patients, one had 67 patients, I think. 



Well, you know, that's a fairly common phenomenon to see those kinds of case series in medicine.  And frankly, if I'm at Mass General, for every patient treated there is always a chance that they could become part of a case series; right?  For every patient, in theory.  I'd like to believe that about our institutions, too; I'm not quite so sure it's that true, but it'd be nice. 



Therefore, should I extend IRB review and oversight to every treatment plan in the hospital on the chance that someday it might become part of a case series? 



This is actually a really good analogy to this, I think.  No, of course not.  I have a set of very effective management mechanisms to oversee the ethical delivery of care to every patient.  I want to send that to some sort of ethical review for publication of generalizable knowledge the day that we decide to package and release the information. 



I think this is a really useful little thing.  Most quality improvement, to me - well, I like the idea of quality improvement practice versus quality improvement research, where I might be comparing quality improvement methodologies from traditional biomedical research.  I'd really like those three layers, to just help us sort it out a little bit, but when I'm doing quality improvement practice I would guess in Intermountain that's 98 percent of our activity for improvement.  And I would rather think of it as falling under our management rubric where we have all those commitments and some pretty effective systems.  And yes, if we are going to publish it, then I need to pull it up and get ethical oversight for publication at that point, if that's a useful concept along the way.  



DR. CLANCY: So this is utterly fascinating, and I would also emphasize John Berwick's point about additional thought could only help here.  So I'm not pretending to have all the right answers here. 



I think the trick for OHRP and this advisory council is, I don't think it can all be decided here.  So we hearing very clearly that there are clearly two clusters of activity, some fuzzy boundaries.  And it feels like it would be a good idea if we had some kind of oversight.  But that brings up Nancy's point that we need some parameters.  So I do like your idea about thinking, or at least working through how hard would it be to say what are characteristics of this activity that would benefit from or ought to be going to an IRB. 



I mean, Liz, my sense of why people send things to IRBs to decide is, it's a small RM risk management approach, right?  We are passing the buck here. 



So building on - I'm struggling with concepts we discussing this morning, and also who's got jurisdiction here.  To some extent, boards have jurisdiction; to some extent that might or might not be the joint commission; to some extent risk management entities, I think, have got a stake here as well. 



But the challenge that this presents, I think, is that at some exceptional institutions - Intermountain, I think, might be one, there would be others - there are going to be people who are familiar enough with the language and culture of all those worlds to be able to put a process in place. 



At most institutions I think - well, let me put it a different way.  One of the hardest types of people to recruit these days is a chief quality officer, all right.  This is just a tough job, and a lot of us get emails all the time, by the way, we have a new job if you know of someone looking for one, et cetera.  And it's kind of a painful inquiry to get, because I'd like to see a zillion of these people.  And a lot of the people doing the job kind of grew into it; there's not - there is a capacity issue here. 



So I think we are going to have to think in terms of both some short term steps, as well as some ideal descriptions of what it would look like when it's really working incredibly well. 



But I think to imagine that it could all come from OHRP runs a serious risk of defining the entire world as research until OHRP decides otherwise.  And I think that is what has people terrified. 



So I think it would be useful to think about a process about how do we bring in those other voices from the world of leading edge management, from the joint commission, from other entities that have got some jurisdiction, from those who have been struggling to figure out, how do you get boards to care a lot about quality and to make it a constant - to embed it in their work in terms of oversight for the institution. 



DR. BERWICK: Let me jump in for a second on Carolyn's comment.  You just gave me an idea. 



We would all be better off in this conversation if there had been a study - and I don't believe there has been one - asking the following question: have human beings been harmed by the activities under the umbrella of quality improvement?  If so, in what context does that happen? 



That might help deal with this oversight issue with some data.  My prediction is, no, they are generally not harmed, but somewhere in the country someone has been harmed in a study under quality improvement.  I just don't happen to know what that particular species of effort looks like. 



So just a thought. 



DR. STRAUSS: Again with the others I want to thank you for what I think were really an unusually compelling series of presentations today. 



I think it is our job to find a solution, or at least to begin to find a solution and to continue this discussion.  But I want to say that I think it's our flaw at times to lose the forest for the trees, and I think the tree that we are seeing now is about quality improvement. 



I think the forest is that we need a system of nimble, flexible and clear regulations and regulatory guidance for a whole range of activities, and disciplines, many of whom have sat here before us and complained to us, in ways less eloquent often, about having an IRB system apply to them which doesn't suit their needs and serves to suppress necessary inquiry. 



I think the system has many functional elements to it, but I think the bottom line, and our task here, is not to find a way of exempting QI but to really try to formulate, to divide the pie so to speak.  Because at the end of the day I'm with Liz, somebody has got to sit down and say, this was looked at by an IRB, and this was looked at by somebody else, but to really figure out what kind of work we want to be covered by the duties of an IRB. 



And more important, I think, and across the board it's really critical, that we know how to define these in a practical and pragmatic way, but educate the field in how to do that, and do that with the knowledge of the harms that come from a kind of mission creep as they call it that I think is part of the process that we see. 



Institutions are worried about liability.  They are worried about shut down.  And there is a tendency to study things or to bring things in under the umbrella of an IRB because of concerns that have little to do with potentials for harm. 



So I think our task really is to define research.  Now just to tell a story that when I first got on the subpart A subcommittee, in our first couple of days meetings, we tried to elaborate or detail the issues that we thought needed to be looked at.  And the definition of research was, I think, one of the first things that was discussed. 



And there was a very strong statement that gets made, and it gets made all the time in these sorts of processes, was that number one, smart people have been trying to change the definition of research for 30 years and been unsuccessful.  It's as good as it's going to get.



And the second thing that they say is, and this has been echoed today and I've heard it a lot, is that, don't try to change the regulations because it's a 10-year process, and you know, it's never going to happen, at least not in your lifetime. 



And I would just suggest that I think we ought to find a solution by tackling those sorts of issues, at least in the short run, trying to redefine what IRBs should be doing through guidance, but also think about whether we need to rethink how we define research covered by the common rule so that we can focus our energies in the right places. 



And I'll say one last thing.  One of the most compelling things today was something that Dr. James showed but didn't speak about, which is that in the corner of his slide he had healthcare professionals training on his schematic of professional activities that are under the auspices of hospitals and health care. 



And I began to think, you know, we invite medical students into the room.  They touch patients.  They ask them questions.  They have access to their private identifiable information. 



If we were going to have a prior review of such activities, if we were going to require written consent from the patients, where would we be? 



And that is a model for one end of the spectrum that we have to be quite mindful of.  And I think part of QI activities are quite close to that, so we need to be really mindful of what we may prevent in terms of important duties.



DR. POWE: I want to add my thanks to the panel for enlightening us today, and I know all of you are very busy trying to improve the quality of health care in the United States, and you have a formidable task in doing that.  So I want to thank you all for coming today. 



I have about four issues that I want to put on the table; at least some things to think about. 



Don, you raised the issue I was going to ask the whole panel, which was, have you ever seen harm come from a quality improvement activity?  Significant harm. 



And I think, Don, you said there needed to be some study on that, because you weren't sure that in fact there has ever been demonstrated harm.  Maybe lack of efficacy and benefit, but harm?  



So I think that is something we need to keep in mind. 



Now a second part of that, briefly to something actually that Dr. Clancy put up a slide, and she showed how health care expenditures are going through the roof but quality isn't keeping up at least with the pace of medical inflation. 



And that made me think, well, individuals who are - who have traditionally been involved with quality improvement activities are managers who have dual roles, some for cost containment within their organizations; and then they are asked to do quality improvement. 



So is there a risk of harm because of an inherent conflict of interest in their roles that needs to be - there needs to be oversight for, because in fact the pendulum could swing too far to actually in terms of looking at efficiency rather than quality. 



And I just thought I'd like to hear some of the thinking about that.  But let me bring up a couple fo the other issues. 



I think this - I think one of our dilemmas is that we've pushed the quality improvement what would I say, community, to be more rigorous, to actually make their activities look like research more.  And I myself have had some personal experiences with that.  My group did an evidence-based practice center report funded by the Agency for Health Care Research and Quality, on - to look at what are the known strategies to improve minority health quality in the country? 



And in fact, we started out with an exercise, well, we'd like to see studies that have a control group in them.  We'd like to see studies that are rigorous; we love to have randomized controlled trials. 



And in fact in our extensive review process for that, in looking at the body of evidence, people who reviewed it said, this isn't the highest quality evidence.  I want randomized controlled trials. 



And in fact they wouldn't even look at the study by Ash Sehgal that improved quality of care, because it was an observational study of dialysis units and the quality improvement in interventions, and didn't have the kinds of rigor and controls in it. 



So we've forced this on us, because we are asking for more rigor.  The journals are asking.  We submit articles to journals.  Journal editors want to see every - they want to see it look like research.  They want to see it - some want to see an IRB approved. 



But the thinking that that is a measure of rigor in this area.  So that's a dilemma that I think we have.  



And then I was thinking about the comments of, whose responsibility is this to provide oversight?  I do know that - and I wonder whether this is the professional organizations, and I'd like to hear some thoughts about that, I do know that there are a half dozen or dozen professional societies for the medical professions in terms of board certification that are trying to actually make quality improvement or performance activities a part of certification. 



So are we going to ask - if they say, we want every doctor to engage in a quality improvement activity in their practice every year, and demonstrate that for board certification or continuing board certification. 



Are we going to require them to go through an IRB submission in their individual - for their individual practice?  You know, so maybe they have a role in the oversight, and in the education of the ethical principles, and when in fact there could be a chance of harm, and that it then becomes more organized research, and requires review by IRBs or other entities. 



So those are the issues I'd like to see addressed. 



DR. JAMES: Just one quick comment to your first specific question.  



The Intermountain advanced training program in clinical practice improvements has been running since 1991.  We have a little over 2,500 senior professional leaders who have graduated it, from around the world.  People fly in from around the world to attend. 



We currently have about 30 daughter training programs that Don and I kind of pushed ahead together; with thousands of people coming out of those two. 



In my database at Intermountain - actually most of it is web accessible just in passing - I'd guess I have 1,800 projects right now, most of them clinical; it's the nature of the course. 



I haven't done a formal analysis, so this is a little anecdotal, so watch out, I cannot recall a single one where it showed harm. 



Now there are a couple of caveats in here.  The kinds of things that people pick are by definition you target things where the current practice is abysmal.  The whole reason you picked it was because it was so poor compared to perfect. 



So you always have to say, QI harm relative to what?  And the most instances, you are going into areas where you are getting 40 percent, 30 percent, 20 percent performance; and it ought to be 98. 



And so you are kind of hitting that targeted set of activities, and then starting to tune them up, right.  



So it's against what?  Against what baseline, is one of the things to think about.  And the fact that these are fairly carefully selected when you go in. 



It might be a fun place to start, and maybe the other problem is of course that we might be missing - maybe they are not set up properly to detect the harm that does occur.  That's another thing to say. 



The way it happens, though, at least the way we do it, if a physician is treating a patient, a nurse is treating the patient, and they see that it's not going to work right, they change it on the spot and that's part of the feedback loop.  That's part of the PDSA cycle. 



So I'd be a little surprised if it hurt patients at some level.  That's what I meant when I said, open loop.  Good systems tend to be open loop systems in most circumstances. 



Oh, one of the criticisms of Intermountain, I could probably literally list 100 or 120 projects that we should have published, and we don't.  The reason is our focus is performance. 



My goal, this is a bit of an overstatement, I frankly don't care if we publish.  What I care is the service that we provide to the patients who seek our help at Intermountain Health Care, and I want to be able to document to ourselves and to our patients the communities we served that were performing at a peak level, and systematically improving it. 



Should we be sharing that more broadly with our colleagues?  Yes. 



Another thing you need to know, we've got 23 hospitals, over 100 clinics.  When you implement nearly always you have to implement at a local level.  So the fact that I have something that worked in one, you know, we started it here first, we got something that worked in one, I'm pretty much sure it's not going to be exactly the same when I implement it in the other places.  They will have different sources, and by that I don't just mean physical plant, I mean data resources.  They'll have different leadership issues, different structures in place. 



There will be some level of commonality, but there will be some level of unique local implementation.  And the whole reason for running PDSA cycles is to find out how it works right here in this one practice, almost.



And that's what Don was saying about it being cultural.  I can't treat it as a single project across our system. 



And so it's a very very different mindset, frankly.  So it'd be fun to do that.  It's hard to see harm, though, at least anecdotally; I've never seen it, because of the nature of the beast. 



DR. CLANCY: So I think - sorry, John - you teed up a very very important question.  I don't think we know the bottom of harm, and I think there is a lot of incentive to hide harm.  So I think it would be tricky.  I think we might have to frame the question narrowly enough to take it on seriously, and then maybe go out.  But what's in my mind is ineffective or less than adroit implementation of technology has clearly led to harm. 



Some of you may remember the study from Pittsburgh Children's Hospital a couple of years ago.  Now they are putting in a CPOE system to ostensibly improve quality, safety, and all kinds of issues.  And so the headline in the paper is, CPOE increases mortality. 



Well, as an attention grabber this really focuses the mind. 



The short version of this is that a research group actually examined what happened to kids transferred to the institution, a sicker group to be sure.  Over half go directly to an intensive care unit.  And because of the way they implemented it, there were two important delays in getting treatment, one en route, and one when they arrived. 



So it's not the CPOE system per se.  I would argue, though, that that kind of information very much needs to get out there.  I've heard similar stories - very very privately - about bar coding that was put on medications ineffectively, and having exactly the unintended consequence, and so forth. 



So I think it's an incredibly important question in terms of clarifying what are the risks for some of these activities.  But I also think there are huge incentives not to be too clear about that. 



DR. BERWICK: I feel like Carolyn was peeking at my notes.  Because you said - the first - Neal should write a paper on his four questions, because they are really important and very well stated.  But let me pick off two. 



The first is about harms.  Remember, all improvement is change, and all - but not all change is improvement.  So any time you are improving anything, whether you call it QI or a new budget or putting in a new training program or buying a machine, all of which are improvements, intended to be, you are going to be making a change, and along with the change there is going to come some trouble. 



So the answer is sort of generically, yes, every time improvement occurs something will probably go wrong. 



Bar coding is a great example.  We had great research of the type you should oversee showing that bar coding could be a tremendous advantage, and so hospitals are improving; they're putting bar coding in.   You have budget committees authorizing millions of dollars of expenditures, making a change as an improvement effort to put in bar coding, and it is so hard.  I visited hospitals that are just struggling to make this technology work. 



You struggled, too, when you bought your new DVR recorder, and you couldn't make it work either for awhile. 



So yes, there is going to be hazard.  But the reason why I think we need to liberate this improvement work more instead of confining it is that it's embedded in proper improvement is the safety net.  It is planned to study that.  Don't just make a change and turn your back; be systematic.  Be scientific.



We are democratizing science with quality improvement.  We are asking organizations to make measurement and reflection and learning part of the process. 



Well, if you guys say, no, that's research, it's going to go under IRB review, people won't stop making changes; they'll just stop learning from their changes. 



And that's really hard.  So I think that - on the cost containment piece, just one more second.  Remember the IOM list,  safe, effective, patient-centered, timely, efficient, and equitable?  Modern views of improvement don't set cost containment in opposition to process improvement.  They are seeking improvements that get you a win-win. 



So yes, a lot of places would be trying to reduce costs through improvement; they should be doing that.  Again, if they are doing it in a disciplined measurement way, they are going to be able to see if they are getting the tradeoffs they really meant to have. 



But I don't think you need to be - well, don't always set off the reduction of cost against quality improvement.  There is some - they very very often move in the same direction.  Brent has been one of the leaders in the world showing how that works. 



DR. JAMES: Can I add a real example of that?  We just opened up the Intermountain Medical Center; $545 million of new hospital.  With it we opened up a new ER, and then transferred LDS hospital over. 



Our wait times in the ER increased from 14 minutes to 2 hours.  All right? 



So Don, this was a change; it was a little $545 million change.  We've got three more on the way, of these kinds of changes.  How do you think we solved that?



Well, first of all we had a monitoring system in place so we knew that things were in trouble, right.  And what we very quickly did was pull together the people delivering the care and said, all right, guys, where is this thing failing.  And then let's start to iteratively test intelligent change until we get this back to right again. 



And you know Don's idea that delivering care while wearing a blindfold just doesn't make sense.  And when you understand that so much of care depends upon a systems level, I have to have clear vision of a system in order to kind of steer the car if you will.  And it's part of good care.  



We do it routinely.  We have for generations frankly.  And it's just recognizing that reality. 



MS. DUBLER: Just two quick comments.  I love the answers the panel has given on harm and cost containment. 



I worry a lot about cost containment in bioethics consultation, because we noticed about two years ago that our rate of bioethics clinical ethics consultation had just soared, because we keep data on it.  And it was all the nurse managers calling us to do a clinical ethics consultation on a patient whose length of stay had been too long. 



"Oops", we said, this won't work.  So we now have a new complex cases committee at Montefiore that is designed to look at length of stay patients. 



Now a lot of them are just - you know, there is no solution in our present society at the present time.  But having a transparent system that lets you look at who is looking at cost containment for what reason, and whether that is a relevant characteristic of the process you are looking at I think is a critical issue, and one they're not opposed to.  One should be able to do a win-win, but there are bumps along the road in getting there. 



And then the issue of harm.  I've never seen a QI project that actually caused harm, but it could be.  But one of the things we've learned about research, which is one of the reasons some of us think we might want to vary the structure for review, is, there has been very little harm out of research over the decades. 



Now there are certainly, one can look at Rochester and Hopkins and Duke and say, there was harm.  But in fact the notion of harm is far overblown in research and QI, and far underacknowledged in clinical care. 



DR. TILDEN: Well, since we are getting near the end, I just would again thank the panel for all their presentations. 



My sense is that something can be done however as well.  The questions I have, though, are, what is the legitimate scope actually of the human subjects regulations as they apply to these activities? 



And I don't have hypotheticals, I got real situations.  But right after this thing broke I got brought into this whole imbroglio because the Department of Anaesthesiology decided they were going to try to do something about the wait times in their new pain management clinic.  And this guy came in from Indiana and decided he might want to publish this.  So he thought, well, he better send it to the IRB to get some assessment, because he knew he was going to want to publish it if things worked out well with the residents.  And of course they said, well, we've got to review it.  So not only do we want to review it, but you need to send in two or three protocols, because you are doing two or three projects, and your management wait process. 



Anyway, you can imagine the emails that are going across about all this stuff, and meetings, whatever.  But my sense is that one could ask some questions with quality improvement.  And I would think that maybe to stratify, what are the legitimate interests here?  Is it really just predominantly a privacy issue?  Are you gathering data and pulling data out of your system to look at what you are doing, and then propose some standard changes that don't really directly affect the participant - the patients that you deal with except through changes in the process. 



But then the argument is, well, the employees are, and the residents are, participants in this process too.  So we need then to review it from that perspective, because you may be jeopardizing their work employment or this or that in some way by including in these processes. 



So you get into this very complicated scenario, you know, and you begin to wonder, what is the legitimate interest.  Because guess what, if my boss wants to know what the hell I'm doing and how I'm doing it, you know what they do?  They ask, and they go to my computer and they say, let's see what you're doing. 



And I don't have - I work for that employer, I have a legitimate obligation to work for them and provide them good faith services.  And it's just the prerogative they have. 



So I think there is a lot of confusion.  My sense is that one might not be able to solve the issues precisely where they overlap, but I do feel that some standards could be articulated to maybe get out of a lot of this burdensome stuff and get right to, as a compliance officer something you're bringing about, we really don't have any quality assurance process really for IRBs on an inter-institutional basis. 



And I think that creates a lot of this dysfunctionality Mike alludes to, and some of the things that Liz is looking at.  Will accreditation solve this?  Well, guess what, they ain't close to getting to that point.  You've got to have a quality assurance program, but what does it mean? 



And it won't mean anything unless there is an OHRP sort of input because if somebody - another person from an IRB from another university comes in and says, you should do it this way, guess what, who made you king? 



So there is all these dynamics that go around, but I think that there are a lot of things that the quality assurance, quality improvement activities are really bringing to light, and I thank you very much for sharing your thoughts with us. 



Does anyone, Ivar or anyone from the ex officios have any comments or questions? 



Okay.  



DR. CARR: I have a question for Dr. Berwick.  Your last slide suggested that health care leaders and clinicians should set standards, ethical standards.  And all of you talked about the importance of that, and certainly some standards exist.  But they are not written down, and there is no national consensus about what they are.  Is that where the gap is? 



DR. BERWICK: There is literature in which people have discussed ethical standards for quality improvement work, not human subjects research.  And I think this advisory committee would be heard if it said that the improvement of care through the normal operations of leadership in health care organizations including data collection, analysis, changes and publication, do not make that human subjects research.  That is not in our jurisdiction. 



I think under the common law as I read it you have tremendous authority to waive jurisdiction.  IN fact it's very unusual, to read these regs.  I don't know other regs that give that much authority.  It says, unless otherwise required by law, the department or agency heads may waive the applicability of some or all provisions of this policy, specific research activities or classes of research activities. 



So you are within your bounds to say, when it's part of normal operations which in fact should accelerate and expand in this country to improve care, it is not within our jurisdiction.  We waive that; don't worry about it. 



However, we do realize as you said so eloquently, Liz, the decision to make a change in a health care organization raises ethical issues, and we strongly encourage those responsible for oversight of management processes in hospitals, boards, joint commission, whatever, should take this under advisement, and there should be strong principles established for ethical oversight.  That's where I'm headed.  



DR. CARR: I understand that, but what will make that happen?  Where is the impetus or stimulus?  And could not necessarily OHRP, because this is - you are talking about something other than research, but is there a role for the Department of Health and Human Services in anyway to stimulate the development of that document, really?



DR. BERWICK: You know, just by having this hearing, and just by raising the question and taking it so - you are being so dignified and honest about the inquiry here, that's leadership.  And I think you will, just by this conversation, especially if you go forward with what I'm saying, which is a statement.  It's not us, but it really needs to be done; you'll be heard.  The obvious actors include CMS who when they speak everyone listens. 



So I would think that would be an agency that might want to look at this and say, on no, we don't want IRB review of this, but we do want to know that our hospitals exercise appropriate oversight. 



I think there are accrediting functions, and I think you can build a professionalism.  The hospital leadership community, the American Hospital Association, the Association of Health Care Executives, this should be brought to them, and you could do that.



So the social dynamic could work to some really happy conclusion here, that's my view.   If you can clear the field and say, it's not human subjects, that will help us so much.  It will allow us to have the proper discussion of how to get this stuff under appropriate scrutiny.  That's my view.  



DR. JAMES: We've got a long list of these things that happen routinely with joint commission just in passing.  So informed consent for initial admission to a hospital; informed consent for particularly dangerous surgical or medical procedures, is a classic detect system, but the joint commission reviews it every time they come around.  And it's one of a long list of things that they review, and it seems to me that for a lot of these activities, that's where you would embed that. 



So let's go ask Mark.  I think he'd understand that immediately. 



MS. DUBLER: I have a slightly different response to your question, which is in our notion of collaborative ethics at Montefiore.  We have a code of ethics for the institution, and as part of that is the obligation to do QI.  And as I think institutions, as moral actors, need to have codes of ethics.  And I think QI is a central part of that. 



So again, I think this discussion is critical, and I think it won't happen because of one particular action, although each action is important.  So OHRP, CM - however it evolves.  I think we are at one of those critical moments in the development of an intellectual consensus that there is a problem that needs to be addressed now in order to go forward. 



And I think all of the pieces will take part in the solution. 



DR. LUX: I would like to just agree with something David Strauss said about the fact that we are dealing with a tree here and there is a forest out there. 



And I'd like to make some observations about another tree in the forest if you will that I think should be part of perhaps the future broader deliberations here.



I come from an agency that is deeply involved in human subjects research, but we are also deeply involved in another domain of activity that is far more similar to quality improvement activity than research is, and that has the same boundary issues with research, and that is public health practice activities. 



And I come across those everyday, and sitting here listening to this wonderful series of panels, of talks, made me realize what an enormously large amount of the thought that has gone into this also applies to the considerations that I see everyday as I deal with both activities are more organized projects within a domain of public health practice. 



MS. GAYNOR: I'm Suzanne Gaynor from HUD.  And I'm coming at this from a different stance, I guess. 



Our office in HUD, the Office of Healthy Homes and Lead Hazard Control, is the only public health office in the agency, and so we are kind of like the odd man out. 



And we've sponsored research and development projects for the last several years, and some of the projects clearly don't fall under research and they don't require IRB approval.  Others do. 



There is kind of a middle ground, and we have been trying to move everybody over into the IRB arena.  And I'm wondering if we are doing this backwards.  I'm wondering if perhaps we don't really need to have all of these poor folks go through an IRB.  



MS. DUBLER: I can just respond to that briefly.  I may be totally wrong.  But I think the specter of Grimes v. Kennedy Krieger, the lead study in Baltimore, is what has moved your agency.  And Grimes v. Kennedy Krieger, which is one of the few real law cases in research, was like taking a ton of steel to a sensitive problem.  But I'm sure that has led you to where you are, and it might not be where you want to be.  



MS. GOLDKIND: I address this question to all of the panel members. 



A number of you have sort of hinted at a risk-based approach to those activities that fall in that hybrid zone, that overlap zone.  And I'm wondering if you could comment further on whether or not the inherent risk in the activity, whether it's QI, research or more classic, could influence the type of oversight that would be seen as important?



MS. DUBLER: Yes.  But to amplify, American medicine is very risk averse.  None of us think that QI projects are likely to be very harmful, and most will fall within the definition of minimal risk.  But American medicine is very risk averse.  And if you're a risk manager, and you can get some kind of screen of protection which is what people think of as an IRB approval, then you are likely to use that even when it's inappropriate. 



So it will take a lot of push back to say, this is not what you should do for a risk-management issue.  Remember that there is no individual cause of action under 45 CFR 46, and risk managers think that's yummy.



DR. GRADY: Sara, I think you hit on a really difficult, another difficult and important problem. 



One way that I think about this is, what are we trying to protect people from?  And at least one way of thinking of it is the possibility of risk, but maybe that's not the only thing we are protecting them from. 



If it's at least one of the things we want to protect them from, then I think the more anticipated risk in an activity, the more we want to sort of have some oversight for it.  I mean that seems logical to me.



But it then leads me to the conclusion that not all research requires the same kind of scrutiny either, which I think a lot of people would agree with, because the range of risk in research is quite variable, and as Nancy said, and Dr. Powe's eloquent question raised, we don't know that much about harm and risk in research either. 



And so it seems like if you are going to apply more scrutiny to a particular activity, risk has to be one of the features of that activity that will drive you to more scrutiny. 



But how we figure out what that risk is, and what the level of scrutiny is, are all things that need to be sorted out. 



DR. JAMES: The point you raise is a difference - the idea of prevent versus detect controls comes out of management theory, and it's been well established for decades.  And it's exactly that idea that helps you determine which kind of controls you swing into is the idea of risk. 



To extend it a little bit further, one of the things that concerns me, I imagine that I have a major area where we are falling short on performance.  And we want to get our performance up, and I have four different groups, and we try method A in group one, method B in group two, method C in group three, method D in group four. 



My real concern is things like early stopping rules.  Because I think as soon as I know that something is working, I kind of have this ethical obligation to shift it hard and fast, if you see what I mean, from a management perspective, and that gets a little bit tricky, especially when - you have to understand, when we're working with an IRB you get protocols that are well established for a long period of time.  When you are doing PDSA cycles, your protocols sometimes change daily.  They change that fast, as you kind of figure out what is really going to drive it up. 



And a good team of professionals will be constantly learning.  And then it's sharing the knowledge even within an organization back and forth.  So it's a really interesting question; a really interesting question.  



DR. BERWICK: I also find it interesting.  But you know what, you are giving me more stuff to do after this meeting than I wanted.  But I would love to think with you about, change the word, risk, to burden; that is what we are after here is mitigation of avoidable burden. 



Remember what I said, a tremendous amount of the burden we are talking about here is the burden of inaction.  How do we deal with the fact that starting from months ago, any American patient in a hospital today who gets a central line bacteremic infection is being hurt by something that can be stopped? 



So when we look at the keystone project and say, wait a minute, that's research, what happened - I know you did not intend this at all, and you are doing diligent work now to mitigate it - but what happened was lots of people then got infections that could have been avoided if that project had just rolled on. 



How do we incorporate that risk, the risk of inaction, into a system that was designed to prevent errors of commission? 



And I don't know the answer to that, but it's an important public policy issue. 



MR. KIRCHNER: Question from here, Peter Kirchner from the Department of Energy. 



This business of risk and the gray zone I think is really difficult, and I think that is something that SACHRP will have to deal with. 



But my question is, clearly one of the distinctions that you all made is not just risk, but whether or not we are dealing with the practice of medicine and the intent to improve that. 



So the real question that I think needs to be looked at in terms of distinction  between doing research and QI that is applied to medical practice, is whether or not the procedure that is to be promoted in the QI program that deals with patients - I'm not talking about management decisions now - whether that is really well established as truly beneficial without important down sides.



And sometimes that is a relatively easy decision, but other times the data isn't really there.  In my early days in medicine we did a whole lot of things that were considered ideal treatment for medicine, like anticoagulating every EMI patient that walked in the door, and later on that's turned out to be not right. 



And so my question to you is, as a panel, how should that be addressed?  Is it appropriate for that kind of decision to be made individually, locally, at individual institutions?  Or should there be some type of recourse to national input or larger input, let's say for medical specialty societies. 



When you decide on what antibiotics you want to use in your hospital - part of that is financially determined - a group of infectious disease experts gets together and makes a decision. 



Now is that always appropriate?  And where should that line be drawn in terms of trying to make a decision whether something is sufficiently established or whether it is not sufficiently established, in which case it goes into the research arena.  



DR. BERWICK: Our country has struggled with that question for decades.  The predecessor agency to the one Carolyn runs today had as a major charge for a decade the study and promulgation of standards of care that were not legally enforced but variously taken up by insurance companies and others who could make it so, so you could get reimbursed for this care for a back pain because it's evidence based, but not that because it isn't.



We failed to execute.  We are trying, and professional societies are terrific at this now.  If you go to the American College of Physicians, or the American College of Pediatrics, you find more and more politicalization.  We've not made it regulation, but I think we are trying to do that. 



Whether it's the kind of standard you want to regulate under or something like a common rule, I don't know; that'd be very edgy.  But I think you're on to something very important, the proper conduct of ethical medicine includes making sure that science gets to patients, and we are all struggling with that.  It's a very good point.  



DR. PRITCHARD: I have quite a few comments and questions that I'd like to raise, but unfortunately time is dragging, and we need to make time for the public comment period. 



So I'm going to ask all of your forbearance and say, I'm going to be following up later to ask some questions that I would like to ask of you but don't have time to at this point. 



The only thing I need to say right now is, for the purposes of correcting the record I need to respond to something Dr. Berwick said. 



It is my understanding that the hospitals in the Keystone Project never stopped using Pronovost's five component program for reducing infections.  So that didn't - they were never asked - they didn't stop doing that.  



DR. BERWICK: Thank you, I appreciate that.  What I was commenting on is awareness of other hospitals outside that system that then emailed us and said, we wanted to do this but we are going to stop, because we don't have a human subjects review.  So it's a side effect. 



Definitely I understand what you said about the Keystone Project; thank you. 



DR. PRITCHARD: Yes, an unfortunate one. 



DR. TILDEN: Okay, at this point we are going to move into our public comment period, and I have a list here. 

PUBLIC COMMENT



DR. TILDEN: So I'll just ask you to identify yourself, and go forward.  



DR. TRACHTENBERG: Alan Trachtenberg, I direct the research program for the Indian Health Service, which is both a care system for a million and a half American Indians and Alaska natives, and a public health agency. 



Warren, we face the same thing that you do, and personally I have found the guidelines from the Association of State and Territorial Epidemiologists very helpful in clarifying between public health practice and research. 



In terms of quality improvements, we've had an interesting interaction between that question and the question of central versus local IRB.  And I want to thank Dr. Berwick for giving us the plug on the diabetes slide showing our hemoglobin A1C coming down.  We are proud of that.  We've got good improving mortality statistics too. 



But we had $50 million given to us by Congress for competitive diabetes projects, which went out and ended up being, many of those, there was kind of one basic approach across the country but it got acted out in 50, 60 plus different ways. 



Centrally we looked at it and felt that it was quality improvement.  But we also have many area office IRBs and we are very strong on supporting the local IRB and local standards. 



And some of them had very strong feelings that the projects were researched, and some of them felt, well, they weren't sure if they were researched, but they really didn't like the fact that they were changing over time.  They thought if they had one protocol that they kind of looked at and said, well, that's not research.  But then they started changing it, then they started gathering new information. 



So that was the tension.  And there is no kind of end to the story.  It's still being acted out.  We are getting better care at the end of the day.  



But it strikes me that all these presentations, which are wonderful, got me thinking about the notion that the old saw, that if all you have - the only tool you have is a hammer, everything looks like a nail.  And I think the common rule is an awfully big hammer.  And what we need guidance for is to clarify and simplify some other tools to tell us something is not a nail, or at least to point to the other end of the hammer, maybe it's a claw hammer, it can be used to pull out nails, not just pound them in. 



DR. TILDEN: Would you please identify yourself. 



DR. GOLSHAL: My name is Chris Golshal, and I need to in the interests of full disclosure say that the comments I am about to make are my own. 



I am currently a director of quality and patient safety at Johns Hopkins in the quality and safety research group, and I started the Michigan Keystone initiative, and was the PI in Michigan for the Keystone ICU project that opened as Carolyn would say this wonderful opportunity that is front of us. 



And it is indeed an important opportunity that we all have. 



My comments will be brief, but I hope you will listen closely, because I feel in many ways as though I am representing the small and rural hospitals that were a part of that project; the community hospitals that Carolyn appropriately - I think it was Carolyn, or perhaps it was Don who identified most of the hospitals in Michigan do not have IRBs or did not.  They are going through the process now, because this work unleashed something in terms of data that they could count on; collaborative improvement that was unlike any they had seen; and quite honestly, a return on investment that is being quantified right now but captured the imagination and support of senior executives so that they want to continue this sort of collaborative project. 



I need to say that I agree completely with the fact that there needs to be oversight for quality improvement research, quality improvement research.  And I think the research word is important. 



We took 72 hospitals and 127 ultimately - 127 intensive care units, many of whom did not know what they did not know.  They didn't know how to design a good QI study, and they didn't know that the results they had been reporting at their local level were not valid.   They didn't understand about missing data.  They didn't understand about standardized definitions.  And that is not to besmirch their integrity.  They're clinicians, many of whom have been clinicians for a number of years, but they welcomed the opportunity. 



And I think that project demonstrated that they were all capable, and continue to be capable, of understanding good research design, and participating in solid research.  And they quite honestly are thirsty to continue to push the envelope of how we close that gap between where evidence exists and practice lives. 



So I welcome the work of this group to help provide that sort of oversight.  I think the point about - and again, I apologize, I was writing so quickly, I don't know - the whole panel gets credit for all of these things, or blame, depending on how you feel - I think the notion of how much evidence is enough is really important. 



We heard an awful lot from our executives in Michigan about the fact that they had invested a tremendous number of dollars and hours and resources in things that come to find out were not based on evidence.  They were based on anecdote.  But they didn't see the difference.



So I think the role of research and concrete evidence is critically important.



Probably last but not least, we talked a lot today, or you talked a lot today, about the challenges - and certainly I agree with all of them - in terms of taking quality improvement projects where they belong at an institutional level. 



But there is a larger issue that I didn't hear discussed today.  Maybe the next session will address this, about the role of collaborative quality improvement projects, which is what we did in Michigan; it's what IHI does a tremendous amount of the time.  It's what CDC does. 



And I think as we look at the legislation for patient safety organizations, and we look at the tremendous challenge of collective learning, it's critically important that we have good study designs, and that we have good methodologies, and that we have good analysis of what we're doing so we know whether in fact we are making a difference. 



I don't want to belabor the point, but I would leave you with the fact that in spite of all the burdens, and though each of you got mail, people found me as well.  And there are a tremendous number of states and countries that want to work with us now at Hopkins and with Michigan to do this work. 



And it is not clear to them, and I would say it is not clear to me, whether or how that can happen.  Because the OHRP decision that we got said it was okay for Michigan and Johns Hopkins.  And although the intent may be clear to everybody at OHRP, as Don said, people are in trepidation because many of them don't have IRBs.  Many of them don't understand the regulations, and the last thing they want to do is violate a federal regulation. 



So I would ask for in the short term some clarity even about that; in the longer term the work that's been put on the table today. 



Thank you. 



DR. TILDEN: Thanks for your comments.



Next. 



MR. VOLCANO: My name is David Volcano.  I'm the VP for clinical research at HCA and also the vice chair of the Association of Clinical Research Professionals. 



My challenge is going to be brief, because there has been a tremendous amount of ideas, and a tremendous discussion.  And I like many people in here can talk passionately about this for hours on end. 



But for years through this, and particularly in the past six to eight months just appreciate the comments that this is not a continuum, that it's QI and then somewhere we cross the line into research.  I firmly believe these are two very separate processes, both of which can be part of the other. 



I like the nomenclature that Dr. James has said about this is a QI process versus QI research.



You can also say that this is a research process, and you can also have QI or QA on the research process itself. 



So it's not so much that they are two different things.  They are just kind of a yin and yang, or two circles with a smaller circle inside each one. 



And differentiating these is going to be important though for regulatory purposes, and I look to documents like the Belmont Report which is going to differentiate between treatment and research, and treatment being, at the risk of being oversimplistic, having a goal of getting somebody better, and research having a goal of creating generalizable knowledge. 



So if I look at that in some setting that I know in the practice of medicine, if there is a patient that comes to the physician, the physician prescribes a particular drug, even an off-label drug, for treatment to get them better, they have an obligation at a later time to check up on that patient and say, how are you doing, measure the improvement of that patient. 



The same principles I think can apply if not to an individual patient but a class of people, or a class of patients, a QI activity to improve certain work flow on a unit for that class; the purpose of that is to improve that.  It's not a randomized study, we are going to do one unit this way, and one that way, and see what we have that could become generalizable.  The intent is to go ahead and make that improvement in the measure at a later time, no different than a physician would when he gives a drug, even off-label drug, and measures it at a different time. 



So I guess getting back to the question, or Dan's question, what can we do, I also shudder at new regulations, trying to orchestrate or govern QI activities as separate.  I believe clarification is probably the best thing that this committee can do. 



Myself with HCA and other hospital corporations that I've had the privilege of working with feel a bit paralyzed by this, particularly with all the things going on with the Keystone Project of, what do we do with this?  Is this research?  Does it have to go through an IRB?  I can't afford to go through an IRB.  The IRBs aren't sure what to do with it either. 



So I think that the institutions are not as concerned as you all are with the forest and the trees.  But I really think they are more interested in just the chloroform of it, and how they lawyers interpret the chloroform of the guidance documents.  When they struggle with words like, what is generalizable?  Well, if we're going to publish, it's generalizable.  Well, not necessarily.  You publish case studies that are not generalizable. 



So as they struggle with these words, the definition of research, what is generalizable, things like that, even the word, research.  If they don't know what IRB is, they don't know what research is, and what a systematic investigation, design for generalizable knowledge, et cetera; they are thinking of it as a research paper, or how the general population uses the word research and not the defined term. 



The last thing that I'll say is that timing I believe is really critical.  CMS has changed a lot of the reimbursement structure for hospitals, which has been a huge driver of the quality improvement activity, and the whole flurry of those activities. 



Particularly now come October with a lot of the pay-for-performance thing really starting to impact the hospitals that all this activity is going on now so that people can meet their core measure requirements and avoid the serious preventable adverse events. 



That will be very much heightened come later this year and in the future. 



So with that I thank you all for your efforts. 



DR. TILDEN: Thank you very much for your comments. 



Julie.  



MS. HANTMAN: I'll introduce myself in just a moment, just to say during this very dynamic discussion I was making some changes.  So instead of watching my zigs and zags as I look at my pages, perhaps your listening will take that place. 



Good afternoon, my name is Julie Hantman, and I'm pleased to offer comments to the Secretary's Advisory Committee on Human Research Protections on behalf of the Infectious Diseases Society of America. 



And these comments were mostly formulated together with members of our public health committee which I staff. 



IDSA represents more than 8,000 infectious diseases physicians and scientists devoted to patient care, education, research, prevention and public health. 



The society cares about national public health goals, and counts public health professionals among its membership.  Many of our members are engaged in hospital epidemiology and infection control. 



In regard to the issues discussed here today, we regard implementation of control measures and bundles and evaluation of the effect of reducing infection as part of quality improvement and general clinical care, and should not fall under the regulatory framework for human subjects research. 



IDSA is concerned that appropriate distinctions also be made between research and other older activities if you will of public health practice such as surveillance that generally speaking we regard that these also should not fall under the current regulatory framework for human subjects research. 



And we note this in the context of pending departmental guidance to define research and affect the distinction between research and public health practice, which we understand will have a broad mandate, and may affect public health practice in multiple areas. 



The conduct of routine surveillance for pathogens, such as bacterial meningitis is an essential function of health departments, as is the investigation of outbreaks when they occur. 



A case of meningitis, Hepatitis A, or tuberculosis can necessitate follow on, epidemiological investigations which are essential for prompt action including prophylaxis and timely implementation of control measures to protect the public's health. 



Requiring IRB review or informed consent for such efforts as is required for research, and some times there are elaborated, let's say, if you will, public health interventions that may bear some apparent superficial similarity would endanger the public health and run contrary to decades of public health law and practice.



Like all other areas of medicine, many public health activities have become more elaborate, rigorous, specialized and technological over the years.  Likewise the results of epidemiological investigations are sometimes communicated through the peer reviewed medical literature. 



However neither publication nor the continually increasing sophistication of methods used should themselves imply that what is being conducted is research. 



Careful work to clarify the distinctions between research and public health practice is essential so that critical public health activities may continue without threatening the nation's ability to respond continually and rapidly to the transmission of infectious agents. 



Of note there is also a need to expand educational efforts to IRB members at local levels as has been discussed today.  We must have clear distinctions and useable understandable and ethical standards. 



To that end IDSA strongly recommends that this advisory committee hold an additional similar expert session or more on surveillance and outbreak response.  It should focus on CDC's existing guidance; see if there are any gray others, and other ideas.  IDSA leaders will be happy to advise in the development of such an expert session. 



On a related note, we note that the pending departmental guidance to define research and distinguish it from public health practice has been a thoughtful internal process, so we understand; but one that has been closed to stakeholder input thus far. 



Once the guidance is published for public comment, IDSA urges the department, OHRP, and relevant federal authorities to take all of the requisite time that is needed in order to review and respond carefully to the input which they will receive. 



Thank you to the advisory committee for holding this important session. 



DR. TILDEN: Thank you. 



Denise. 



MS. DAUGHERTY: Denise Daugherty.  I'm from AHRQ, but I may not be speaking on behalf of AHRQ.  Carolyn or Francis will have to tell me. 



I'd like to go back to Don's eloquent sentences that this advisory committee could just take and send to the secretary about, quality improvement is not under our jurisdiction basically. 



But I wonder, Don, if you could extend that a little and think about, since we do need more generalizable knowledge and research, which has become such a bugaboo word in a lot of corners, is one way to get that.  And AHRQ might want to fund more such research to get more generalizable knowledge, how would - what kind of language would you use in that case, where quality improvement is being researched?



DR. BERWICK: I need to have the leisure to think about questions that complicated after the meeting.  But I will say that I think it was Christine who pointed out that maybe the wrong question - yours was the barking up the wrong tree thing? 



I actually personally think that the search for the distinction between research and non-research is not really very helpful. 



And as I read the common rule, you have the authority to declare something research but not under your jurisdiction, which is - that's where the daylight is. 



So yes, of course, I want to see lots of research going on, and quality improvement methods, and organizational design and improvement. 



It seems to me the question here is, is it human subjects research of the form that puts people at risk for manipulating their biology with drugs and procedures and interventions.  I want that under very strict control. 



So I'm not sure I would say - they are not the same question.  Yes, I hope AHRQ gets a lot of money to invest a lot more in studying improvement, absolutely.  



But I don't think that makes it human subjects research under jurisdiction of an IRB.  That would be the way I would go.  



MS. DUBLER: If I could just add to that, if we could break set with the notion that randomization made it research, and other sort of - randomization doesn't necessarily make it research.  Use of data sets doesn't make it research. 



If we can take those issues that the IRB seems to pounce on, if it's randomized it's research, if you want to publish it, it's research, and bring some light to it, it'd go a long way. 



DR. JAMES: I'd just make one quick comment, too. 



With an example, one of the advices I give to our people inside Intermountain is to carefully distinguish the operations from the sharing of generalizable information. 



So run the QI project.  We have a set of mechanisms to control that.  It carefully distinguishes between that and actually evaluating the QI project for purposes of publication. 



So if I were looking at the Michigan experience, what I really saw there is, I saw a bunch of hospitals getting together to do some quality improvement work, and then I saw an AHRQ grant coming in on top of that to evaluate the impact of that quality improvement activity. 



Is that a useful distinction?  It seems to be that it might be along the way.  



DR. BERWICK: We shouldn't lose sight of Christine's earlier comment, though - I know you don't mean this - I think it would be very healthy if, to add to the list of things that don't make it research, collaboration among organizations.  Collaborative improvement is very powerful when well done, and I don't think that should convert it into something that has to be put under special scrutiny.  That would be a mistake.  



DR. HOWELL: My name is Eric Howell.  I'm an in-patient physician, and I represent the Society of Hospital Medicine.  I also am a hospitalist for Johns Hopkins University. 



And I'm not sure who I represent other than myself in reality.  But my only comment is that there seems to be a lot of confusion I believe in terms of clarifying the  even existing regulations.  And anything that can be done to help communicate meaning to the people in the field would be useful.  So any regulation that's existing currently or in the future that might come out of the recommendations. 



And I guess what I mean to compare it to the Joint Commission regulations for the national patient safety goals, there was a lot of concern and confusion about medication reconciliation, and there was at least a limited dialogue through things like frequently asked questions that helped at least clarify what those regulations meant. 



So anything - I guess I'm a big communicator, and anything that we can do to help increase communication would be appreciated. 



Thank you. 



DR. MATHER: I'm Dr. John Mather, president of Unicorn, which is a consultant company that assists with HRPP. 



I'm reminded of the words that Eliza Doolittle hurled at Professor Higgins in My Fair Lady, which was "words words words."  But I'm also reminded that that was derived from a play by Bernard Shaw, Pygmalion, which carried a very important truth, and that was indeed the words convey meanings of themselves, which of course Humpty Dumpty in  Alice in Wonderland said, well, words mean what I mean them to mean. 



And we've heard many words thrown about such as QC, QI, QA, operations research, health services research.  And somewhere in there is this word, research, which then conveys its own meaning somehow or another, the IRB should be involved. 



One of the things I think has become clear this morning is that there are terms that really relate to tracking and monitoring of existing operations and systems, and the immediate notion is that there is a sort of manufacturing thing going on here, which I'm not sure is entirely true, which is where these words, QC, QI, and QA seem to be used most eloquently. 



I'm reminded of a presentation that came before SACHRP sometime ago where there was a concern about public health, and distinction between public health practice versus public health research.  And the notion of words like surveillance, as used by CDC, is that really practice, or is that research?



And I think we might want to go back in SACHRP and look at some of those eloquent statements and thoughts that were put forth on the table then. 



Improvement processes, how many of us heard the words, TQI, CQI, and everything is I, I, I, whereas in fact I think we want to tease out what these words really mean. 



When I use the word, QA, I think I have a certain notion.  But I'm not sure whether Liz Bankert has the same notion as mine.  I'm looking at you, Liz, because we've had this discussion I think in the past. 



So I think somewhere in here there is a need to clarify what these words really mean, not just what they say on paper. 



Somewhere in here I heard the notion that maybe it is the scientific method that is used in the research that would help define what is the human subject versus QI.  I'm not sure it really does. 



The methods are very similar, as has been pointed out.  So we can't really reach for that as one of our hooks as it were to help us. 



Is it really this sort of indefinable human subject that is really at the center of all this?  How do we deal with the issues of privacy and identifying data?  



One of the words I heard was, maybe we need to think about the means here of oversight which speaks to I think by analogy one thing I think at least that the VA did a long time ago and that was to establish an R&D committee.  Oh my goodness, research is in that term.  Research and development committee.  It doesn't actually just do research oversight, and doesn't just look at the IRB; it's looking at a more broad concept about the resources, and does not yet take away prerogatives of that VA medical center director. 



We've heard in the past I think about using the word, exempt.  We've heard about I think the regulations allows us in expedited reviews to get beyond having to sort of put everything in the IRB in toto. 



I'm thinking that there should be some more guidance that will be helpful in that regard.  And then I heard those wonderful words, well, they really don't know what they didn't know.  Or somehow or other they don't know what they don't know. 



And I think some of it really is this concept of how do we get out the word in a more systematic way.  And guidance is one thing, but do  we really understand again what is in that guidance. 



On a final point, I think OHRP has in the past made declarations of certain things as being, as it were, not part of the IRB process.  I remember oral history came up as an issue in that regard.  I think there has been a declaration saying, hey, oral history is not part of the IRB's prerogative. 



So I'm resonating, Don Berwick, with some of your thoughts, very strongly expressed, that somehow or another, maybe we can define those things.  Really, when it comes to you, you just don't need to put it on the docket at the IRB, dysfunctional as it may be, but overburdened as much as it is. 



DR. TILDEN: Thank you for your comments. 



Well, at this point I think we're at the point where we can conclude. 



So I have to thank each and everyone of our panelists for such a provocative and stimulating presentations, and to make this panel a true success, many people have come up to me and just mentioned how really wonderful it was for us to be able to do this. 



I'd like to thank Ivar in particular for all the efforts he put forward in getting this panel to become a reality, and of course I'd like to thank the committee members, the ex officios and the public for attending and participating and the panel. 



At this time I suggest we adjourn for about one hour.  And David, if it's okay, if we have your indulgence, we'll start 15 minutes late on the SIIDR presentation. 



So we'll reconvene in about one hour.  Thank you. 



(Whereupon at 12:45 p.m. the proceeding in the above-entitled matter went off the record to return on the record at 1:51 p.m.)



DR. TILDEN: This session, and the remaining session for today's activities, will be a presentation from the subcommittee on inclusion of individuals with impaired decision making capacity in research, which we dubbed SIIIDR. 



Before David and Laurie begin the presentation, however, we know that the subcommittee has had access to some of the public comments that were submitted as a response to the request for information related to this topic, and we thought that for the committee members and ex officios as well as the public that it would be useful if we had Julia Gorey present some background material related to these comments so that it would lend context to the presentation to the subcommittee. 



So we'll start with Julia, and then Laurie and David will take over. 

REPORT OF SIIIDR



MS. GOREY: Okay, thank you very much, Sam. 



Okay, well, I am Julia Gorey from OHRP.  And we thought this would be an opportune time, since SIIIDR is using the comments that we received from the RFI in their deliberations to spend a few minutes going over the structure of the RFI, just refresh the committee's memory regarding exactly what the RFI asked, and then provide a brief overview of what the responses were and how those responses break down. 



So as you might recall the RFI was jointly authored by FDA and OHRP.  



And it's genesis really lies in the recommendations from the HHS working group on NBAC and as well as the recommendations from the NHRPAC report. 



All of the comments that were received have been shared with SIIIDR.  We have held nothing back.  



And I want to point out that the RFI was not intended by OHRP or FDA to contradict or to preclude any work that is being done by SIIIDR, but rather OHRP anticipated that the comments would be used by SIIIDR to inform their deliberations. 



So the RFI itself.  The RFI asked six very broad questions regarding research with decisionally impaired subjects.  I should comment that before these questions are presented, the RFI does have a very nice background section which lays out the history of previous committee efforts in this area. 



It does go on to ask these six very broad questions, which often then have sub-questions.  



The first question that was asked is: What are current practices regarding the conduct, review, and approval of this research? 



Question number one goes on then to have sub-questions A through G which query such things as IRB membership and whether that membership is appropriately constituted; whether the members have the expertise to be judging the research involving decisionally impaired subjects. 



Another sub-question for example asks whether the IRBs are requiring investigators to conduct capacity assessments, and if so how are those being done. 



Question number two: What problems or concerns have arisen for IRBs, investigators, or research subjects? 



And the sub-questions here do focus on the LAR issue in particular.  Another sub-question for number two asks whether the absence of OHRP guidance or regulations have given rise to unacceptable practices or created inappropriate barriers to research involving decisionally impaired subjects. 



Three: what additional safeguards, referencing of course 46.111(d), what additional safeguards have you included in studies to protect the rights and welfare of these subjects?



Question four: How should the population be defined? 



Five: are additional protections needed to adequately protect subjects who develop decisional impairment during research participation? 



And here we were particularly referencing those subjects who develop fluctuating or diminishing capacity. 



And six: if additional protections are needed, should they address the issue of assent? 



So you see, very broad questions. 



Now as to the responses.  The RFI was published on September 5th of 2007.  It originally closed on December 4th, but with the prospect of PRIMR on the horizon it was decided to extend that closing date.  It was extended to January 14th of 2008.  We had a few late responses, which is why the slide says January 16th. 



The total number of responses, David would like me to say 530, but the total number of responses in fact was 53, and they break down as you see. 



There were seven responses from professional or nonprofit organizations; two from stakeholder or what I'll term consumer groups; 21 private citizens; 16 universities or affiliated medical centers; two pharmaceutical companies; and finally, five responses from federal or state agencies. 



Now I'm not going to have time in the context of my talk to go into exactly what was communicated in each of those comments obviously.  I will be able to point out some general trends that were observed in the comments, and give you information as to exactly what groups responded. 



Regarding the professional nonprofit groups, we had a response from the  Association of American Medical Colleges, the AAMC, and I would note that many other responses referenced the AAMC response. 



COGR responded, the Council on Government Relations.  If you are not familiar with them, they represent over 175 research universities and their affiliates. 



The Consortium of Independent Review Boards, PhRMA, or the Pharmaceutical Research and Manufacturers Association; American Thoracic Society; the National Association of Rehabilitative Research and Training Centers; and the American Association of Neurological Surgeons. 



In terms of stakeholder groups, there were two responses, one from the American Association on Intellectual and Developmental Disabilities.  This group stated that they felt the current regulations were adequate, and that they allow the needed flexibility. 



We also had a response from Mental Health America.  This group commented that they support the use of advanced directives, and they feel that informed consent must be obtained from all decisionally impaired subjects.  They do not embrace the use of an LAR. 



Pharmaceutical companies, we had two responses, one from Johnson & Johnson, and one from Abbott. 



Federal and state agencies: five responses, among these I'm including the New York State Task Force on Life and the Law.  This was a task force that was formed at the request of the New York State Department of Health.  And what this task force did was compose an electronic survey that they sent out to all IRBs and institutions in the state of New York that had FWAs and basically queried them regarding the questions that are asked in the RFI.  They summarized the responses and submitted it as their response. 



In their response they note that much research involving decisionally impaired subjects is banned in various institutions in New York due to particular difficulties with the state law. 



And the surveys also reflected a general concern with the issue of legally authorized representative in the state of New York. 



There was also a response from the New Hampshire Department of Health and Human Services.  This department does have an IRB that reviews research involving decisionally impaired populations. 



New Hampshire also grapples with a particularly difficult state law that requires a probate judge to approve participation in research. 



We had a response from the Agency for Health Care Research and Quality, from the CDC, and of course from NIH.  I would note that NIH did provide one of the more substantive and extensive comments to the RFI.  It extensively references the NIH points to consider document, which features prominently in many SIIIDR deliberations. 



This is a document that describes possible approaches or safeguards that investigators may take to ensure that ethical conduct of research with this population. 



And I would also note that several other respondents, including Abbott Pharmaceuticals, attached the NIH Points to Consider document in their response. 



So a few general notes to anyone who would survey the responses to the RFI as a whole.



As with any public comment of this kind, there are very few respondents that answer every question that was asked.  People tended instead to focus on their particular areas of concern. 



Some responses are very, very brief, others are very extensive and very substantive. 



The majority of comments, and I would have to say the vast majority of comments, do state that OHRP should pursue guidance rather than regulation in the area of decisionally impaired subjects. 



To this end I thought I would just read a few passages very briefly from several of the comments. 



The AAMC states that no additional regulations or changes to existing regulations are needed at this time to adequately protect individuals with impaired decision making capacity. 



Additional regulation could unnecessarily conflict with duly established state or local procedures that already secure the rights of such individuals and would impede research progress and unnecessarily increase administrative costs and regulatory burdens. 



The current structure provides necessarily flexibility to address the full range of potential participants, and the full spectrum of issues that may arise.  



The Council on Government Relations: absent compelling evidence of systemic, unacceptable practices with regard to adult subjects with impaired decision making capacity as research subjects, it would be unwise to introduce a new set of regulations that may limit their access to the inherent benefits of research. 



Johnson & Johnson: Care should be taken to balance any further protections against freedom to conduct valuable clinical research. 



However, I would note that although the majority of comments state that OHRP should not pursue regulation, the majority do certainly feel that OHRP should pursue nonbinding guidance.



Now the commonly cited topics for requested guidance include: how to identify the subject population; and how to determine the relative level of impairment. 



This comment is frequently linked with calls for guidance on what is an appropriate capacity assessment; how it should be conducted; and the level of documentation that should be required for it. 



Also, what are additional safeguards, and how would they be used ethically in various situations.  Again, many comments do cite NIH points to consider document. 



Several comments were particularly concerned with safeguards that would be used in long term studies where subjects may develop fluctuating or diminishing capacity.  And naturally there are a great many comments that request guidance on the spectrum of issues that surrounds the LAR, including what standard of decision making LARs should be bound by. 



This last topic, that of LAR, is cited in several of the comments as requiring an actual regulatory change; not merely a change to -- not merely new guidance. 



As illustration of that I just wanted to quote the North Shore Long Island Jewish Health System.  OHRP should issue reviewed guidance as opposed to new regulations, with one exception: further definition of LAR is warranted, and would require a change in regulation.  Such regulation must be applicable to studies that involve obtaining informed consent in multiple countries, states or municipalities where laws may differ. 



One other final comment, again, from the Council on Government Relations: Regarding the issue of LAR, COGR states that propagating federal standards will inevitably spawn greater confusion, particularly when dealing with multi-site clinical trials.  Deferring to a case-by-case approach, reflecting the local context, allows IRBs to do their own local and particular thinking.  Federal definitions would add an unnecessary layer of confusion. 



So you see that some comments are calling for regulatory change in that regard, where others want OHRP to stick to guidance. 



I would note that the responses to the RFI reflected a very strong New York presence, a very strong New York response.  Six out of the 16 universities or their affiliated hospitals that responded are New York institutions, as well as, of course, the New York State Task Force on Life and Law, so you do see reflected very strongly the New York perspective on the issue of LAR. 



Finally I would note that several respondents reveal just a general confusion regarding interpretation and application of the current HHS regulations in this area. 



So I would conclude by pointing out that the RFI itself is available on OHRP's website at this address.  The comments are made available upon request; they are not on the website itself.  You have to ask for them.  If you want all 53 I would be very happy to send them to you.  You can email me or call me to that effect, and I will do so very, very quickly. 



So I think that concludes my remarks, and I'm going to turn it over to David or Laurie who I think are going to provide more information as to how these comments have actually been used by the SIIIDR. 



Thank you very much.  



MR. SHORE: Laurie, could I just ask a question fo Julia?  



Quick question: you referred to the NIH points to consider.  I'm over here. 



We switched seats. 



You mentioned the Abbott submission I think it was, citing and then including the NIH points to consider.  I'm assuming that that's the 1999 version rather than the current one?



MS. GOREY: Yes. 



MR. SHORE: Because this group today I believe is the first group that has actually seen the new version of the NIH points to consider, which is still technically in draft. 



But we did try to get it out.  And if anybody else had it before we did, I'd be really surprised. 



DR. TILDEN: David, just to follow up on that, that document, that draft that David is talking about is at the very back of the materials.  So Tab U or later -- Tab U, in case someone missed that. 



Thank you, David. 



MS. FLYNN: Thank you.  Thank you very much, Julia, and thanks to the committee, to the committee members.  It's been terrific to have Sam participate in some of our conference calls. 



We have also been the beneficiaries as you just saw of some really outstanding staff work.  We've been chugging away going through a lot of material.  It's been very, very supportive to us to have this very professional and responsive staff.  So before we go further I want to thank Dr. Pritchard and Kevin Prohaska and Julia and Kelly Hill and others on the staff for making it easier for us, right across the country as we are, to get our work done. 



The ex officios as you know have also been a wonderful resource, and as a small group trying to move forward in a big area, their contribution has really been invaluable.



Just a couple of additional comments to reinforce a little bit from our perspective what you heard from Julia.  We were delighted that the RFI was published.  We were very pleased to see that we did get some comments, as she indicated. 



We had hoped and we would wish to have had even more.  To that end we did participate under David Strauss' leadership in a town hall meeting at PRIMR back in December.



A couple of hundred people came to that meeting despite many competing sessions, and despite the fact that a couple of us couldn't get there because of ice storms in the Northeast. 



But again the theme that came through was very much what we just heard, and very much what we read in the comments.  Everybody recognizes that there is an enormous amount of confusion about some of these very critical topics in the field.  Almost every comment opened with a recognition that this is a confusing and sometimes even chaotic situation.  Concerns about that are clear. 



At the same time people recognize this leads to variance in practice, variance in the way IRBs understand their role and execute it; and some real concerns in the research community as well as the broader health community. 



At the same time we heard overwhelmingly that people are not eager to see regulatory response to this concern and confusion, but indeed look for guidance; look for clarity perhaps in definition; look for assistance in specific ways to improve their practice; as Julia outlined, want to see greater consistency in the way in which some of the key elements are understood and thereby implemented. 



We took those comments very seriously into our work at each of our meetings and teleconferences.  We've referenced them and used them and found it very helpful that this process went on in parallel with our work. 



At the same time we continued to look for more input into the process, particularly from stakeholders.  As you heard there were really only two official responses to the RFI from stakeholder groups, and we are a little bit puzzled and concerned that we have not had as much direct comment and input despite some of us trying to engage some of the groups we know in this conversation. 



So as we consider the issues today, bear that in mind that we are continuing to want to hear from, and want to dialogue with, organizations and individuals who can broaden our perspective, particularly in terms of the stakeholder point of view. 



Let me turn it over now to Dr. Strauss, who has some introductory comments, and we'll walk you through the recommendations that we are offering for SACHRP's deliberation today. 



DR. STRAUSS: Thanks, Laurie. 



Let me also begin with some thank yous, first to Laurie Flynn who has been enormously valuable in this subcommittee process, and to the members of the subcommittee who have really taken on, with great vigor and great interest, what I think have been very difficult and challenging topics for discussion and deliberation. 



But I also wanted to say thanks to especially the folks at OHRP.  You know, in reading the New York Times or the other important literature, one would think that OHRP is a huge monster of 3,500 federal bureaucrats just looking where to cause harm next. 



In fact, there's just a handful of them.  It's kind of a mom-and-pop operation; 35 I was told, but I assume there's less now. 



And I think there are fewer now, and I have to say that they have been enormously helpful and available in helping us understand both the regulatory lay of the land, but also in helping us understand the regulatory process going forward, creating new guidance and regulations, and what that process would entail; and also the legal ramifications.  And also thanks to Laura Odwazny from HHS' counsel's office on that. 



I also wanted to say that from the very outset we were hoping to engage the many federal agencies who are part of the common rule, and so we really have called upon our ex officio members perhaps more so than some of the other subcommittee processes have.  So I think we have had a good deal of active and thoughtful input from many of the ex officio members who have joined us at the SIIIDR deliberation.  So thank you to all, and to anyone else who I've forgotten to mention. 



So remember, the SACHRP charter specifically makes mention of advice related to the responsible conduct of research involving human subjects with particular emphasis on the decisionally impaired. 



So the committee began to try to understand what the regulations do and don't say in this arena.  Now I don't want to repeat for you the process by which we have begun to deliberate, because today we are going to present the initial products and recommendations for your consideration and vote.  And I think we have done a good amount of work in softening the ground or laying the groundwork, for discussion of these specific recommendations in terms of the principles that have been guiding us. 



Let me just take a few minutes to discuss those. 



So the federal regulations say that when some or all of the subjects are likely to be vulnerable to coercion or undue influence, such as children, prisoners, pregnant women, mentally disabled persons or economically or educationally disadvantaged persons, additional safeguards have been included in the study to protect the rights and welfare of these subjects. 



And the regulations also go on to say, except as provided elsewhere, no investigator may involved a human being as a subject in research covered by this policy unless the investigator has obtained the legally effective informed consent of the subjects or the subjects legally authorized representative. 



And in just citing those two statements in 45 CFR 46, we begin to see where the regulations mention an area of vulnerability, and describe a population of potentially vulnerable subjects, but in fact provide little direction to the field as to how to conceive of those groups and those protections. 



So as we've talked about here before, while it's easy to recognize a child -- they tend to be defined as people who are under 18, or a pregnant woman; at least she can often identify herself; or a prisoner for that matter -- what we mean by mentally disabled is not something that is clear, and evidence shows now that it's certainly not clear to the community of investigators and IRBs who have to struggle with this issue. 



What we mean by additional safeguards is not further elaborated to any appreciable degree within the body of the regulations.  And again, whereas we have special subparts for pregnant women and fetuses, and prisoners and children, a special subpart specifically addressing research with people with decisional impairment was never created. 



We've talked about before that there have been a number of efforts to develop regulation or guidance in this area, and each of those has not been successful at influencing the field to any measurable extent. 



The regulations also talk about legally effective informed consent, and that too is an area in which I think the field and investigators are left wondering exactly what counts as legally effective informed consent. 



So in large part the committee's interest was in beginning to bridge the gap between principles of ethical conduct of research with people who are unable to make consent decisions for themselves, and the practice of the ethical conduct of research and research oversight. 



So we began, and I've talked about this before, by looking at three fundamental issues.  The first issue is how do we identify, or how should we identify, those in need of such additional safeguards?  Who are we referring to when we talk about -- or when the regulations refer to the mentally disabled, or people with impaired decision making. 



The second issue that we've talked about, and that we've planned to do additional work on, is once we do identify those who are unable to make decisions for themselves, who may serve as a legally authorized representative and make decisions for them? 



And then finally, the third corner of this triangle, although I suspect there may be other corners, other geometric designs that we haven't yet conceived of, the third corner is really the question of, when subjects are unable to make decisions for themselves, and decisions are to be made by a surrogate on their behalf or in their behalf, what kinds of special safeguards, special approval criteria, limits to acceptable risk, should there be if any?



Today I'm mostly going to be talking about that top piece of the triangle, in my view the starting point: how do we identify these subjects? 



And the issue of identifying these subjects, in thinking about it, I think it very much -- our thinking was very much influenced by a number of principles. 



First of all we very much wanted to draw upon a range of medical and scientific disciplines, and our committee membership represents I think a broad representation of those disciplines where such subjects are likely to be found. 



We also wanted to make sure that our deliberations were influenced by people who were doing empirical research in this field.  And we have two members on our subcommittee who are experts in this, and who have influenced our thinking of course. 



And also we've heard a number of presentations over the course of the time that we've met from researchers on data relevant to informed consent, surrogate decision making and the like. 



The other things that I think are important that have influenced our thinking is recognition of the need for balance.  And this derives in large part from reading between the lines of some of the comments made in response to the RFI. 



The need for balance between protecting individuals and creating unnecessary burdens related to IRB review. 



And also, another balance, which is the need to protect individuals, while not robbing those who can make decisions of their ability to make autonomous decisions or be involved in the decision making. 



And I think these interests are interests in creating fair balance here to move things forward for science and for subjects, I think influenced a lot of our thinking. 



So in general, and I want to present you first of all with the overall roadmap fo where we plan to head and tell you where we are. 



But now what I'm going to do today, actually, I didn't distribute copies of the slides, because the slides I'm going to show you are identical to the material you have before you as Word documents.  And in fact I think it'll be easier to follow it in the context of overall recommendations by looking at that rather than at copies of the slides. 



So the first couple of slides are just reference to that outline or roadmap, and I'll just mention those, and you can take a look at those as we speak.  



DR. TILDEN: That is at Tab N, right, David? 



DR. STRAUSS: Okay, Tab N, but that would actually be in the right book, and I don't have mine here. 



So what we're going to talk about today are specific recommendations, these are just brief descriptors of those, recommendation one actually defines the term, consent capacity, and calls for its use in guidance materials. 



Why is this important?  Well, I'll tell you, I think we spent the morning talking about words and definitions.  And we thought and think that it's quite important that we all use similar terminology. 



The NIH points to consider actually makes use of this term, we adopted it from their work, but it specifically points out that a term like consent capacity means that we are talking about a particular capacity. And to speak of decision making ability, or to speak about mental disability, or to speak about cognitive impairment, is mapping onto a different world of concerns. 



Our concern here is the ability to make a consent decision, specifically with regard to research. 



Recommendation two calls for detailed guidance on the nature of consent capacity and its impairment.  Now, while it may not traditionally be the role of OHRP to educate the field, we're going to argue that that's exactly what it needs to do in these areas, in order for people to -- IRBs in particular -- to actually develop meaningful policies and procedures with regard to those who are unable to make consent decisions, we need to understand something about what consent capacity is. 



It is as important as understanding -- it is understanding the regulatory terms and definitions.  And unless there is some uniform understanding about what consent capacity means and how it manifests itself, then we can't even imagine that there would be any kind of meaningful or consistent approach in IRB review. 



And then recommendation three details recommendations for guidance related to the identification of individuals who may have impaired consent capacity, and for the assessment of capacity to consent.  How does one go about determining? 



And again, this arises in the context of prior reports singling out certain groups for concern.  For example the mentally disabled.  So 10 years ago or so we had NBAC, who really limited its focus to mentally disabled. 



And as we've talked about here before, we believe that that overly narrow focus may have in part been responsible for why those recommendations failed to develop any real traction or widespread use. 



We spoke specifically for example about patients in the intensive care unit setting who by any meaningful setting lacked consent capacity but were essentially overlooked. 



We also talked about people with mental disorders who -- of all sorts -- who simply by virtue of having a psychiatric diagnosis by no means lack consent capacity. 



So it was in this context that we felt it was critical to talk about how we go about identifying these subjects. 



This is what you are going to hear about today.  What you're going to hear about in the future are recommendations that talk a little bit more specifically upon this notion of legally authorized representative. 



Now OHRP currently has guidance and FAQs that define legally authorized representative.  Part of the reason why we believe that some additional guidance is necessary is that we believe the field needs to work harder to knowing where to look, and to find the applicable law in local policy and regulation.  That's one issue. 



The second issue is that we believe that guidance in this territory ought to be done through a kind of one-stop shopping.  In other words it's nice that there are guidance documents, FAQs, a range of different places where the field looks for information. 



But we think there ought to be a single place where all information on this topic might be found. 



Recommendation number five in development talks specifically about the roles and responsibilities of surrogate decision makers involved in research decision making. 



And in our thinking here we want to acknowledge that balance between protecting people's interest and not usurping their rights or interests in making decisions for themselves. 



Recommendation six in development also like recommendation five intends to guide the field on the involvement of individuals with impaired capacity in the research decision making process to the extent possible and consistent with their abilities and desires. 



That derives from this idea that capacity is not present or absent; that there are people who have impairments that make decision making difficult, and may want to enlist the support of others in making decisions for them; but they should not then be absented from any role in decision making. 



And recommendation seven is perhaps a most important one in which -- and we've talked about this at this committee previously -- we will consider recommendations to HHS to explore federal mechanisms to promote or support the development of state legislation, model state legislation, or other approaches necessary to address the current regulatory void that exists at the local level.  More on these later. 



And then finally, and I think perhaps the most difficult area of discussion and deliberation, is guidance on approval criteria and notions of acceptable risk, when research is approved to use surrogate decision makers or other kinds of proxies. 



Tied in with all this is the issue that the RFI seemed to stir most interest in which is the question of guidance versus regulation, and more on that later. 



So we begin with an introductory statement.  And what I'm going to do, I'm just going to go through each of these statements one at a time, and then Sam, we'll see if people have any comments or questions about them.  Is that how you want to do it?  Okay. 



So the subcommittee on the inclusion of individuals with impaired decision making in research recommends that HHS support the development and dissemination of practical guidance for institutions, IRBs and investigators involved in the conduct and oversight of research with adults who may be unable to provide legally effective informed consent because of impairment in consent capacity. 



Let me just say one thing about this now.  We're not writing guidance.  Our thought wasn't that we were writing guidance.  OHRP I think is expert at writing guidance, and tailoring it to the specific audiences.  We are writing recommendations for guidance, and that's the notion here. 



We also didn't specifically mention OHRP or the FDA in these recommendations.  We've put it in a more general tone in part because we may hope for the inclusion and sign on of all the common rule agencies in a collaborative process.  And certainly we know at the outset that, in the same way that the FDA and the OHRP work together in the RFI, they may choose to work together in this subsequent process.  So this is our introduction. 



Recommendation one says, guidance should adopt the term, consent capacity, to denote the specific abilities necessary for a prospective research participant to understand and use information relevant to consent, to rationally manipulate this information, to appreciate the nature of the research decision and its consequences, and to evidence a choice regarding participation. 



And that's recommendation one. 



DR. TILDEN: I will entertain a motion that we adopt this recommendation.  



DR. MARSHALL: So move.



DR. TILDEN: Okay.  I have a motion. 



MR. NELSON: Second. 



DR. TILDEN: Okay, we'll open it up for discussion.  Does anyone want to have any discussion regarding this recommendation?



MS. BANKERT: Is this a term that will replace a current term being used?  Or is this a new term you want them to adopt?



DR. STRAUSS: The only reference -- the only regulatory reference to the idea is vulnerable to coercion and undue influence or mentally disabled.  So this is a new term intended to capture this group of people who need additional safeguards. 



DR. TILDEN: I think it would be a term though that would replace the concept of impaired decision making in many respects.  We're referring to consent capacity. 



DR. STRAUSS: Yes. 



DR. TILDEN: And that term, impaired decision making, is one that -- not that we coined necessarily, but it's one that we have used in the whole process of the subcommittee, generating subcommittee, et cetera.  So it's a little different slant to be more specific.  



DR. LUX: There is one element of  consent capacity that I believe is relevant that is not here, although it begins to get into that longitudinal change over time, and that is the capacity to be both mentally flexible, sufficiently mentally flexible, but also not fickle. 



That is, one needs to be able to persist in one's choice, to an appropriate degree, as justified by the evidence, so that one can change their mind as conditions change.  So long as that is appropriate.  One wouldn't expect someone to be changing their mind every 12 seconds about their decision, and regard them as still having the adequate consent capacity.  Neither would one regard someone who was so rigid that they could not change what they had decided before, even in the face of good evidence, as having adequate consent capacity. 



So that's another little piece of it in there.  I don't know how to incorporate that further.  It's a pretty wordy way to describe what I'm talking about, but I think you have a sense. 



DR. STRAUSS: So as not to appear either fickle or overly rigid, I agree that that is traditionally and clinically subsumed under these terms.  To evidence a choice means to do so in some sustained and consistent fashion. 



DR. LUX: David just mentioned to me something that may be relevant, and I think he may be right.  Perhaps this is better dealt with during the portion where you are talking about how does one assess whether these capacities in fact are present.  



DR. TILDEN: Any other comments or thoughts?



DR. GENEL: Yes, Sam. 



I rather like this term, since it expresses this in a positive rather than as a negative.  But the question is, since the impaired decision making capacity is used throughout guidance and throughout regulations, if we adopt this term which I think is better, does that require changes throughout the guidance, and throughout the policies, for clarity?



DR. TILDEN: I don't believe there is guidance and policies formally that have adopted this.  Those words have been used to gather information, but I think that was not -- 



DR. GENEL: It is not embedded. 



DR. TILDEN: I don't believe so, but I'm certainly open to being corrected on that. 



MR. NELSON: I'm not aware of any either.  Certainly it doesn't contradict the regulations themselves if it has crept into use in some proposed recommendations or guidance from certain sources, and it was referenced. 



But I guess I had a related question, and it's probably as much for David  Shore and NIH as for the SIIIDR.  But since the NIH document is referenced as a source fo this, I've been looking back at that, the draft guidance.  And right after introducing the term, consent capacity, and telling us what that means in more detail, the very next section refers to impaired decision making capacity. 



So I don't necessarily see that as an internal contradiction.  But I guess I'm wondering along the same lines that Mike just did, when should we use one term, and when should we use the other?  Since you are proposing this as a standardized terminology, and words matter as we've established throughout the day, when do we use something like impaired decision making capacity in our guidance or in our day-to-day lingo?



MR. SHORE: Can I comment on that, too? 



I would just say, we didn't coin the term, consent capacity, but in the mid-`90s, and I wish I could remember who first used the term, we thought it would be much better because it connotes certain specific abilities, and doesn't require creating an abstract set of capacities, and then assuming that abstract set of capacities is related to understanding risks, benefits and alternatives; but rather, the ability to understand those specific abilities which are both directly relevant to informed consent seemed to limit the opportunities for errors in translation. 



You're certainly right that at the time of NBAC that the term decision making was the most prominently used.  So we were a little shy about completely abandoning that, and yet on the other hand we did feel that consent capacity was a more accurate term, and I think we felt it would become more widely used in the future. 



In the current version, I think you will find the term, consent capacity, almost exclusively used in place of decision making capacity.  



And if we missed a few, let us know, and we'll try to clean them up. 



DR. TILDEN: Elaine.



MS. GILBY: Some of our studies are 10 years long, and so I was wondering if you really wanted to limit it to prospective participants, or more broad than that.  



DR. STRAUSS: Well, you are right, we could say -- but it also is not applicable just to research participants, because it's applicable to those who are being considered for research participation.  So you know, we're certainly open to an idea of how to fix that.  Prospective research participants or current research participants, or something like that.  



DR. TILDEN: So the term, prospective, doesn't -- yes.  Yes, I think that there are ways of rewording it so it doesn't appear to preclude those who are already in research.  That is certainly not our intent. 



I mean it could be reworded to say, you know, rather than research participant, someone considering a research decision, or considering participation.  I'm not sure I -- I don't necessarily want to do it on the fly, but I think it could be reworded to incorporate that notion or at least not preclude the other.  



DR. TILDEN: Well, why wouldn't we just replace prospective with something like potential or current?  Is that -- I mean I think that's what you said, David?



DR. STRAUSS: Prospective or current, okay.  Okay.  



Prospective I like better than potential. 



DR. TILDEN: Okay, prospective or current.  



DR. STRAUSS: I've been watching Dan do this for years now. 



DR. TILDEN: We don't want to come back.  



Any other?



MS. FLYNN: If I could just add one comment, I'm pleased to see the endorsement of this term, having participated in the NBAC process and seeing how a focus on using the term, decisional impairment, and framing everything around those deficits, and focusing in most specifically on people with mental illnesses, really I think because words do matter, tended to lead us to ever more confining and constraining look at what was possible. 



So having something that focuses in on the very specific areas that are required to really be an effective participant, looking at it in that context, is an important step forward, and furthers this goal of recognizing that it's not just certain categories of individuals who may fall into this particular situation.  



DR. TILDEN: Any other comment?



MS. GAYNOR: Just in terms of the duration of any given study and the ability to change your mind, any consent form that I've ever been involved in preparing or using always gives an opt out at any point.  You can opt out of the study. 



So I don't see why that would change.  I think you might have to think in terms of a change in the individual, and just put in wording that the individual and/or his or her surrogate, you know, could opt out at any time.  



DR. STRAUSS: I think that that issue is part of -- will be part of the role of the surrogate, which I think will be in recommendations four and five that we are not going to talk about today.



DR. TILDEN: Any other comments before we take a vote? 



So let's vote on recommendation number one.  All those in favor, aye?



So it looks like it passed unanimously.  No abstentions or nays?  Okay, so we got recommendation one down.  



DR. STRAUSS: Recommendation two reads, guidance should provide information for institutions, IRBs and investigators on the nature of decision making capacity and its impairment as it pertains to research participation. 



We used decision making capacity here because it was meant to capture the broader lay of the land, the broader issue, not just decision making in research. 



So we specifically then talk about four subparts to this, A, B, C and D.  And I can come back to this, but let me go through those, and then we can look at the wording of this if you like. 



So 2A says, an individual's consent capacity is not simply present or absent.  Capacity is best understood as occurring along a continuum of ability and impairment. 



Shall I go through all four?  Okay.  



2B says, impaired consent capacity occurs in a wide range of conditions, and disease states.  Respect for the rights and welfare of all research participants requires that policies on consent capacity acknowledge its many manifestations; address the phenomenon of impaired consent capacity itself; and not limit consideration to specific disorders. 



And there is a footnote here, and it says, for example, impairment occurs commonly in patients in intensive care units and in individuals with Alzheimer's dementia, delirium, acute psychosis, acute intoxication, and traumatic brain injury. 



3C says, consent capacity is task specific, and depends on the nature and complexity of the relevant decision making process.  Therefore a judgment regarding an individual's capacity to consent may not be the same for all research studies. 



And finally here, in many individuals, impairment in capacity to consent is not a static phenomena.  During the course of a research study, a research participant's consent capacity may improve, fluctuate over time, or worsen with changes in the individual's underlying condition. 



Policies on consent, the assessment of capacity, and the use of surrogate based consent procedures should reflect this fact. 



And the footnote here says, final guidance may benefit from the use of case examples, and I can talk more about our thoughts on this later. 



So again, recommendation two is really intending to describe what is meant by decision making capacity to alert IRBs to the circumstances in which they may choose to act and consider special safeguards. 



DR. TILDEN: Do we have a motion to consider recommendation two?



MR. NELSON: So move. 



DR. MARSHALL: Second. 



DR. TILDEN: Okay, so we'll open it for discussion. 



Would the committee prefer to sort of break this up, go down it sort of item by item, since you had sort of a global look at it?  Or just sort of go up or down with the whole thing? 



So let's discuss - why don't we for discussion why don't we begin with the preamble and A?  Anyone want to comment on that?  Or is that like motherhood and apple pie, as Dr. Genel sometimes says.



DR. LUX: And I apologize.  I should have been perhaps more involved at the subcommittee level with some of this feedback than I was able to be. 



I would advocate for the use of the word "consent capacity" here as well.  Arguing that consent capacity is both a more specific and a broader term. 



Consent capacity incorporates the decision making process, but it also incorporates something that is separate from the decision making process, which is the ability to comprehend the information that one needs to use for the decision making process. 



And so I think that - I mean I really was delighted to see the committee come out in favor of the term, consent capacity, because I think that really captures what they are after here.  And I think it's the best term - I would argue it's the best term to use here as well. 



DR. STRAUSS: I don't feel so strongly.  I think that there is - I think one of the things that we want to acknowledge or reference, and maybe this is not necessarily the only or the best place to do it, is that investigators will face people with a whole range of impairments in decision making and cognitive abilities, et cetera.  We want the field to understand that those individuals exist, some of them may have sufficient ability to make consent decisions.  They may have appropriate consent capacity to make a decision, and others may not. 



So the choice of words here was intended to capture not actually a subcategory of consent capacity but the broader issue.  And again it's useful to have an audience to comment on it.



DR. LUX: I guess my argument, David, is merely that the term, consent capacity, is at the same time a more specific and a broader term.



DR. TILDEN: So we have Mike.



DR. GENEL: May I make a suggestion, and that is, on line 17, after "pertains to" we insert the words "pertains to consent capacity and participation in research" or research participation.  In other words redundancy here may be of some value by repeating the term as a qualifier.  That would be my suggestion. 



So line 17 would read, as it pertains to consent capacity, and research participation, or participation in research.  I think I might prefer participation in research.   As it pertains to consent capacity and participation in research.  



DR. STRAUSS: If my typing teacher knew that one day I would be typing on the public record in front of you she would - 



DR. GENEL: Participation in research, and then the one - yes, that's it.



DR. POWE: I think this has probably been cleared up by the language, but maybe the intent on the decision making capacity was that there are a - there is a chain of events that occurs after the consent that goes along with participation, whether that is deciding to follow the protocol, it could involve safety issues.  Is that the logic in the decision, the use of decision making capacity?  Because it's not just a consent decision but a whole chain of events that happen with the research study that could place someone at risk for example that didn't follow the program.  



DR. STRAUSS: You know, I cannot say that that was what was intended.  But I actually think - I understand your point exactly.  It's not just the enrollment issue; it's the ongoing participation issue.  And I think wording it this way captures that. 



DR. MARSHALL: I would say my first reaction, my initial reaction, was to keep the language of consent capacity for simplicity's sake and for consistency's sake, just to have that ongoing use of that term, in part because you have dealt very effectively in the four subparts by suggesting some of the other issues that need to be considered, the evolution of consent capacity over time, and so on. 



But I'm comfortable with your suggestion, Myron, the change that you suggested.  And I appreciate your comment, Neal, about what are we actually trying to imply by decisional capacity, decision making capacity.



MR. SHORE: I think the use of the term, decision making capacity, here, I understand the concerns, and the desire to be consistent.  Of course there are a number of different kinds of decision making capacity that may occur in people who have had strokes, or people who have a psychotic disorder, people who have a number of psychiatric or metabolic conditions.  And they don't necessarily affect the capacity of consent. 



And I think we probably wouldn't expect OHRP to provide guidance to IRBs and investigators with respect to all types of decision making capacity, because that is really a different issue.  However, I think we would expect OHRP to guide the various IRBs with respect to the kinds of abilities that one would associate with understanding the informed consent document and the like.  I think that is a key distinction here. 



Decision making capacity is, I think, generally a much broader concern.  And in that particular reference I agree with the comments suggesting that a consent capacity would probably be better. 



DR. MARSHALL: So you're saying, we could use consent capacity instead of decisional?



MR. SHORE: In this particular - when you are talking about the kind of guidance that OHRP would provide to the field, we wouldn't expect them to provide guidance in a more general clinical sense, but rather in the specific area relevant to understanding consent.



DR. STRAUSS: So you are recommending that use the single - that we strike the decision making impairment here? 



What's interesting is, because as it's rewritten it seems to me we're asking for guidance on the nature of decision-making capacity as it pertains to consent capacity and participation in research specifically. 



DR. MARSHALL: Yes, but why can't you just say that very simply instead of adding on additional language?  It's like what we are talking about here is consent capacity.  This is recommendation two. Either way is okay. 



DR. TILDEN: Yes, I don't think that's a deal breaker. I think we could just adopt it, replace decision making. Personally, from my personal perspective, put consent capacity and it would be okay with me. 



MR. NELSON: This comment or observation is not intended to truncate our discussion, but it also may be worth reminding ourselves that the target audience for our language here is OHRP. We're not writing the guidance, we're suggesting - recommending that OHRP write the guidance. And so, I guess what really matters is how they understand the words up there. And whatever they come out with isn't going to look anything like what we're carefully crafting right now necessarily. 



DR. TILDEN: Yes, I understand that, but I also look out in the audience and I see some intimidating folks out there. And I think that they would like us to sort of express our views as precisely as possible.



MR. NELSON: My point only was no matter what we do up here, it still has to be turned into language that really counts, if you will, by OHRP.



DR. STRAUSS: I'm sorry, as we're editing this here. I don't know how we strike that phrase and still incorporate Neil's comment about ongoing participation and research.



DR. GENEL: I think it was fine the way we had. I think it was fine the way we had it before. 



DR. STRAUSS: Sam.



DR. TILDEN: Well, let's take a vote on an amendment. So we have an amendment out here that says to change the term, decision making - the word, decision making, to consent, nature of consent capacity and its impairment. 



MR. NELSON: In that case we don't need Mike's clarification.  Consent capacity is talking about consent capacity, right?



DR. TILDEN: So it's just the nature of consent capacity and its impairment as it pertains to research participation; a one-word change, and why don't we just vote up or down, and then depending on that maybe we could make the next question either moot or bring it up and vote on it.  



DR. GENEL: Are we going to add, and its impairment as it relates to research participation?  Because I think that incorporates - 



DR. TILDEN: Correct, and its impairment as it relates to research participation.



So could we maybe vote on this paragraph as - or this portion of the paragraph or sentence I guess as amended. 



All those in favor? 



DR. TILDEN: Okay, so that amendment passes.  



Does anyone want to move into - to 2(a), okay, great, you're already there. 



Any comments?  Everyone feel comfortable?  No amendments on that one?  2(b)?



DR. POWE: This may be just a simple change. 



When you say continuum of ability and impairment, you mean a continuum from full ability to impairment?  Is that what that really means?  Ability is at one end of the spectrum and impairment at - 



DR. STRAUSS: That is great if -



DR. GENEL: I know what is intended here, and continuum sort of implies that.  But I'd like to qualify ability somehow, because the inference seems to go from 100 percent to zero.  Now maybe that's just my - the way I read that.  



DR. STRAUSS: That was why continuum of ability and impairment - this is like A to Z.  We don't really mean A to Z.  



DR. GENEL: We mean along a line, yes.  Well, maybe, why not substitute a qualifier then in this one, from full ability to impairment.  Wordsmithing by committee is always difficult, so I think I'll leave it where it is.  



DR. POWE: The point I was making is that when it said ability and impairment, I was wondering whether there were two axes, that's what was confusing me.  



MR. NELSON: Could you bypass the problem altogether by just ending the sentence after continuum?  Capacity as best understood as occurring along a continuum?



DR. TILDEN: That is what I was going to suggest.  And imply it's a continuum. 



MR. NELSON: I understand what Neal's problem was, because it implied two separate axes somehow. 



DR. TILDEN: And we have it on the record that what we mean is continuum along an axis of ability toward impairment, so it can be interpreted.



Any other comments or changes to that?  Okay, 2B.  



No, I think we're going to be able to vote on them all at one time.  Just getting the buy-in piece by piece.  Does anyone want to propose any modifications to paragraph under B?



MS. BANKERT: I thought we were trying to get away from the word, impaired decision making.  Can we just say, consent capacity occurs?  Why do we need that first word, impaired?  Maybe I'm missing something.  Does it have to - 



DR. STRAUSS: It's the impairment that occurs in a range of disorders.  The idea is - this is - the idea here is so people, so the field doesn't equate the target of protections as - with a particular diagnosis or situation. And so, consent capacity, again, occurs along a continuum. The group that we need to concern ourselves with, with additional protections, are those with impairment.



DR. GENEL: If I may continue to wordsmith. Why not simply say consent capacity varies in a wide range? And I'll acknowledge that's not a substantial improvement.



DR. STRAUSS: You're saying, it should say  it varies in a wide range of consent capacity --



DR. GENEL: Consent capacity varies. Yes. 



DR. STRAUSS: Well, I think that it's true that it varies among - along a number, right. You know, pre and post-lunch for most of us, but I think that's not what we're intending. 



DR. MARSHALL: Talk to me about the phrase "address the phenomenon of impaired consent capacity itself". That's not really clear to me in the context of the sentence. And if you could explain it, what you're getting at there, I would be comfortable in saying, "Yes, let's keep it in." But I'm wondering if we can delete that phrase and connect the -



DR. STRAUSS: Yes, I think that, you know, clear language is always better. The concept here again was that by too narrowly addressing safeguards at specific disorders and overlooking orders, policies will have a discriminatory and maybe stigmatizing impact. So what we want is that considerations by IRBs and institutions with regard to this issue of consent capacity shouldn't be geared toward particular diagnoses, but they should address the manifestation of impairment in consent capacity itself. 



So, for example, there are policies written which talk about psychiatric disorders. There are policies -- and that will serve, I think, to overlook protection of people without psychiatric disorders who nonetheless require additional protections. People with, let's say, neurological disorders, or people in intensive care units.



So the idea was that the principle of respect  means that you are supposed to recognize those who require additional protections and do so. So this is what it's about, and maybe it's a bad way to word it.



Just say some of the complexity of the phrasing had to do with a removal of "OHRP should craft guidance to address" so-and-so. So, if there's better wording that we can come up with and that's necessary, we can do that. I mean, the question is, my understanding is that if the concept is clear, and I think this is what Dan was getting at - if the concept is clear, then I think we don't need to be so concerned about the specific wording in the recommendations.  But maybe I'm wrong about that.



MR. NELSON: I don't know if this is suggested wording change, but Patty I have the same question about that phrase itself.  And I solved it just by removing the comma in between the last two clauses and read it as one, to address the phenomenon of the impaired consent capacity without limiting ourselves to specifics.  And that kind of made sense to me in the aggregate. 



I don't know if that helps.  



DR. MARSHALL: It does. 



DR. STRAUSS: You can put it in some other active way, to respect the rights and welfare of all research participants, policies on consent capacity should acknowledge its many manifestations, address the phenomenon itself, and not limit considerations to specific disorders. 



That may read better too.



DR. GENEL: The third line, you've got to take out "for".  To respect the rights and welfare of all.  So just take out the "for". 



DR. POWE: I don't know if this is important, but the term, policies, bothers me a little bit, because we started off talking about guidance.  And policy is a little stronger than I think guidance. 



Is that what was intended? 



MS. FLYNN: I think we were thinking about policies at the local IRB level, the way in which they craft their operating principles and policies.  Is that correct?  Not thinking of larger levels of policy.  



DR. STRAUSS: I agree, but I think that we didn't - we had written at one point IRB policies, but again we want to capture that these may be policies written by research sponsors of FDA-regulated research. It may be written by institutions that frequently involve subjects with impaired consent capacity.  It may be IRBs or it may be an IH, we don't know. 



So suggestions?



DR. POWE: If you look at every recommendation before this in the whole preamble, it starts with guidance.  It starts with OHRP provided guidance.  And then this policy kind of creeps in.  So it's not clear, you know, what we're saying, whether this - what level this pertains to.  



DR. MARSHALL: it is true that someone could read this and say, well, whose policies are you talking about?   Are we talking about at the federal level?  Are we talking about local IRBs? 



What does it add to it? 



DR. STRAUSS: I think that what we are - let's imagine that OHRP developed - could develop guidance materials.  And what we are suggesting is that those guidance materials encourage or guide institutions to develop policies which show this sort of respect for the rights and welfare. 



In other words this is - but I appreciate, I see what you're saying here. 



This is actually reaching down to a different level.  We're asking that policies be - that guidance be developed to inform the field about the nature of consent capacity. 



And one of the ways that the field should be informed on it and educated about it and instructed with regard to it would be the suggestion that their policies acknowledge its many manifestations.  



We could just say local policies, or policies at the institutional level. 



MS. FLYNN: Again, that was the original target of this discussion, that we know that there are local IRB policies that equate difficulties with consent capacity with specific diagnostic categories. 



So again we were trying to say, let's take a look at that issue on its own merits, make sure that policies start there rather than with, well, if it comes from the psychiatry department, we know what that's about. 



DR. STRAUSS: We could say something like additional safeguards - I don't know how to say this - with respect to consent capacity.  Should acknowledge its many manifestations.  That's really the issue.  



DR. TILDEN: So why don't you just say, local IRB policies, if that's what you meant.  



MR. NELSON: But they're right, it may not always be the local IRB.  It may be a department of psychiatry.  It may be an organization sponsoring research. 



MS. FLYNN: That's where our discussion started.  And then you hear sort of where it went.  We didn't want to limit ourselves to, we're only talking about those folks, if indeed other agencies and other entities - 



DR. TILDEN: Well, then, maybe it should be relevant policies if you want to make it broader.  



MS. FLYNN: Is that acceptable?



DR. LUX: Just a trivial grammatical thing with all of this editing, I think you want your last phrase to say, and not be limited to consideration of, specific disorders.  I think you are using one grammatical form that applied to four versions ago.



DR. GENEL: Sam, let me go back to something that was said before.  Who are these recommendations directed to?



DR. TILDEN: They are directed to the secretary of HHS. 



DR. GENEL: So in reality what we are recommending here is that the guidance from OHRP and HHS be directed in this direction.  So I would think we ought to go back and say, guidance on relevant policies, or guidance relevant to policies, or whatever.  It's the guidance that we're making recommendations on, not the policies.  



DR. TILDEN: David, I hate to interpret what you and Laurie are saying, but I will.  I believe what's being said is that the guidance, okay, should because of respect for rights and welfare of all research participants, promote relevant policies on these things. 



That's my interpretation of what's going on here.  



DR. GENEL: That is my interpretation too.  And I suppose it's implicit.  But if we are going to be consistent, then I would say the phraseology used is what we ought to use here.  



DR. STRAUSS: Let me back up a second.  So let's again, I'm just going to pretend for a minute that OHRP is going to follow up on this and develop guidance here. 



Sometimes OHRP guidance takes many forms, and with different kinds of mandates to investigate to investigators and institutions.  And if I'm not mistaken, among those are suggestions that there needs to be institutional policies of a certain form. 



And I think the concept here, again, the idea here is that when an institution begins to think about these - so we're not telling OHRP to write policies.  We're saying, when guidance gets developed at the request of HHS, that guidance should instruct, guide institutions to craft those policies with consideration or sensitivity to this particular issue.  That's the idea.  



DR. LUX: I have some verbiage that you can consider for it.  You could say, after - to respect the rights and welfare of all research participants, guidance should encourage policies that acknowledge its many manifestations address the phenomenon, et cetera.  



Before you change it, do you think that would be more in line with the discussion you've been having?  Guidance should encourage the development of policies that acknowledge its many manifestations.  



Does that fit more with what you all are after?



DR. STRAUSS: It is not clear what "its" is now.  I actually have Strunk and White outside.  



DR. POWE: So what does the "its" refer to now?



(Long pause)



DR. STRAUSS: To respect the rights and welfare of all research participants, guidance should encourage the development of policies that acknowledge the many manifestations of impaired consent capacity - 



DR. TILDEN: Is everyone comfortable with this paragraph before we move on to c, or subparagraph? 



Okay, C.  



DR. MARSHALL: Fine with me. 



DR. STRAUSS: You know, there is this old German film by Wim Wenders called "The Goalie's Anxiety at the Penalty Kick."  It just came to mind. 



(Laughter)



DR. LUX: I have a minor suggestion consistent with points that David has made multiple times in the past to say consent capacity is task and situation specific. 



What do you think, David?  David Strauss?



DR. MARSHALL: I like that change. 



DR. LUX: I think it captures the core idea even without the change, but it does add an element that is part of the broad nature of consent capacity.



DR. STRAUSS: I think it would need to read, consent capacity as task and situation specific and depends on the nature of - I think that is understandable.  



DR. MARSHALL: If I was editing it - thank you, I'm sorry - I would make an editorial, some kind of - I think it's a little bit awkward.  But for our purposes here, it gets to be yours to edit.  



DR. GENEL: I was just wondering if we ought to add something to that last sentence that implies change over time.  You have done that, I think, already.  



DR. STRAUSS: That is going to come later. 



DR. GENEL: Oh, that's later.  



DR. STRAUSS: It is in d.  



DR. GENEL: Yes, that's the next slide, okay. 



DR. LUX: Another suggestion, if you think that sentence is too complex, and in the interests of simplicity that latter phrase is essentially self evident anyway.  And you could at least consider saying consent capacity is task and situation specific, period.  Therefore, a judgment regarding an individual's capacity to consent may not be the same.  So I don't know whether you think your ideas would still stand up if you didn't specifically reference the nature and complexity issue or not.  



DR. STRAUSS: I actually think it's important.  I mean I think that those of us who think about this all the time, it may be self evident.  But I think the issue that consent for more complex studies requires different abilities than for simpler studies is not always so apparent to many. 



And actually I re-read the points to consider this morning, and I think that comment is made quite specifically.  And I thought that it was helpful. 



Again, I think the idea is that when folks with FDA and OHRP sit down and write guidance on this, they may wish to write considerably more than this.  This was simply meant to capture the concept that we thought ought to be addressed in guidance.  



DR. TILDEN: I believe the situational issue, Warren, when we discussed this at the subcommittee, there was a decision not to - there was this whole idea of voluntariness and situational - where situations may create voluntariness issues.  And it was a conscious decision not to include that as part of this particular review.  



DR. STRAUSS: Sam, thank you, you are absolutely right about that.  We actually spent a good part of a day, or half a day, actually discussing the issue of voluntariness. 



Voluntariness is, for example, among the fields of expertise of Laura Weiss Roberts, who sits on the committee, and one of the decisions that we made for a number of reasons was that we wanted to limit our deliberations to what we considered intrinsic factors which contribute to the ability to consent or impair that ability rather than situational. 



So we didn't for example consider the emergency room setting, or someone who is in an in-patient service.  



DR. LUX: I take your point and withdraw my suggestion. 



DR. STRAUSS: Thank you, Sam.  



DR. TILDEN: Any other suggestions regarding this subparagraph?



So basically it is going to remain unchanged, and everybody is comfortable with that? 



So let's move on to D.  



DR. STRAUSS: Let me just read it. 



In many individuals impairment in capacity to consent is not a static phenomenon.  During the course of a research study a research participant's consent capacity may improve; it may fluctuate over time, or worsen with changes in the individual's underlying condition.  Policies on consent, the assessment of capacity, and the use of surrogate-based consent procedures should reflect this fact. 



We at the subcommittee had some very enlightening presentations by experts including folks from the Department of Defense on traumatic brain injury, and the evolution - or the improvement in consent capacity over time we talked about a deterioration in abilities resulting from illnesses such as Alzheimers and we talked about sporadic problems. 



And we thought about - those of us who work on IRBs where you have to consider these things talked about the challenges to IRBs in thinking about consent really as a process that begins with enrollment but has to extend to the completion of the study. 



And it raises questions about the need to at times reassess capacity et cetera,  but those need to be specifically tailored to the population's specific issues.  And this is what this is trying to capture.  



DR. TILDEN: I think for one point, David, given what we did in B, I would just precede policies with the phraseology to the effect the guidance should encourage policies on consent. 



So that would be consistent.  



DR. STRAUSS: In PowerPoint it makes the footnote slide-specific.  



DR. TILDEN: And then it might be, and the very last portion of that sentence, instead of saying, should reflect, maybe to reflect this fact might make this - the sentence work.  



DR. STRAUSS: Okay.  I think that is better. 



DR. TILDEN: Comments?  Other suggestions? 



Okay, so I think at this point we've gone through in detail recommendation two in our discussion, and we could take a vote on it. 



So I'd like to take a vote.  All those in favor of approving recommendation two? 



(Show of hands)



DR. TILDEN: It looks like that passes unanimously.



I have had it recommended to me that possibly we should take a 10-minute break before we move into the next recommendation. 



Is that okay with everyone?  That's about the best idea I've had all day, probably. 

(Whereupon at 3:37 p.m. the proceeding in the above-entitled matter went off the record to return on the record at 3:50 p.m.)



DR. STRAUSS: Laurie was reminding me that - and this is the point that Warren made earlier - that part of the thinking about not addressing situational extrinsic factors, voluntariness specifically is that in many ways the concepts that the practical ethics concepts related to those things are much less well developed.  And we were a little bit reluctant to go that way. 



Another comment was made that somewhere in our recommendations we might want to reference the fact that we decided not to go there, and I think that's a good idea, and I'll take that back to the subcommittee. 



So recommendation one was just on the term.  Recommendation two is on this idea of trying to understand the nature of consent capacity. 



And so now recommendation three, which is in many ways the most important, relates to the identification of individuals; in other words to whom do these additional safeguards and policies, et cetera, apply? 



And so recommendation three reads, research involving adult populations should incorporate appropriate safeguards related to the identification of individuals who may have impaired consent capacity. 



Such - I already anticipate a suggestion for change, but anyway, such safeguards can be applied prior to participant enrollment, and as appropriate throughout the course of research participation. 



Specifically - and there's many here, so let me just follow them in front of me first - so we have A, B, C, D, E and B has a number of subparts, one through four. 



A says, for all studies, and I'm going to go through all these and then we'll come back and quickly approve them without further discussion. 



(Laughter)



DR. STRAUSS: For all studies, investigators and research staff who obtain consent should be cognizant of each prospective participant's capacity to consent to the research. 



In studies that are unlikely to recruit individuals with impaired decision making, the judgment that prospective participants have the capacity to consent to the research can ordinarily be made informally during routine interactions with the participant during the consent process. 



3B reads, the assessment of capacity, and when appropriate the documentation of this assessment, should be tailored to the study population, the level of study risk, and the likelihood of the involvement of participants with impaired consent capacity. 



B has a number of sub-components, small letter "I" or one, when research is conducted with individuals who are likely to have impaired decision making - and again, we can talk about that - researchers should assess the prospective participant's consent capacity, and determine whether it is adequate to permit informed consent. 



This determination should be documented when appropriate. 



And again this sits in contrast to the other one where we are suggesting that they simply be cognizant of it, and the assessment if that is just an informal paying attention to this issue. 



3B number two says, formal methods such as questionnaires, structured instruments, or independent evaluators, can be used to support or supplement the clinical assessment of consent capacity by the researcher. 



And the footnote here reads, there are many structured and unstructured approaches to the assessment of consent capacity.  Some may have advantages in particular circumstances or with particular populations.  Some instruments have demonstrated reliability, validity or other psychometric properties in specific contexts. 



No scale, instrument or other method for the assessment of capacity has emerged as the standard in the field, and no single approach is likely to be universally applicable. 



Let me just comment here for a minute.  You know a lot of what we hear in terms of IRBs overreaching, overregulating, mission creep, et cetera, is IRBs taking the ball and running with it. 



You know the idea that we would, the field would develop some recommendations for guidance, suggesting that sometimes instruments are useful, and an IRB would mandate that every research study with every population would use an instrument regardless of how clinically appropriate it is to the situation at hand, or the likelihood of subjects with impaired capacity will be in that study, or its validity or utility in that setting is I think a real concern. 



You could imagine situations like that occurring.  So we felt that it was critical to balance the call for additional safeguards with the call for a rational and clinically informed approach.



3B-3 says the likelihood of decision making impairment, and the clinical characteristics of that impairment will vary depending on the proposed study population, and the setting in which the research is conducted. 



Methods used to assess capacity must be informed by these clinical considerations. 



And then 3B-4 reads, the determination as to whether an individual's decision making capacity is adequate to permit consent will depend on the likelihood and magnitude of benefit from participation in the study, the degree to which the study protocol departs from ordinary clinical treatment, and to the extent there is risk associated with participation. 



These factors should be carefully considered in policy and practice. 



Researchers responsible for the consent process and consent capacity determinations should be appropriately qualified and trained. 



Now 3C says, specific enhancements to the consent form and process may serve to improve a prospective participant's understanding, and enable some individuals who otherwise lack consent capacity to make capable decisions. 



Consent enhancements should be adapted to the needs of the specific study and study population. 



Now the footnote here says guidance may benefit from examples.  I think examples are specifically listed in the NIH's points to consider, and in other documents.  And the final guidance my benefit from reference to those descriptions. 



D reads in making the determination as to methods used to ascertain consent capacity, it is important to note that more intensive approaches involve burdens for participants and researchers alike. 



Therefore, these - in other words, these more intensive approaches - these should be reserved for those situations in which impairment is more likely to be present; anticipated benefits are fewer; and foreseeable risks are greater.



In other words, safeguards are tailored to the degree of risk and benefit. 



3E reads, when changes in participant consent capacity are anticipated during the course of a longitudinal study, re-disclosure of relevant information, re-consent, and reassessment of consent capacity should be considered. 



And I could actually give clinical examples, or real case examples of these if it would be helpful.  These are the kinds of things - and I'm sure David Shore can too -- I mean these are the kinds fo things that those who do research primarily with these kinds of populations have to manage each day. 



So recommendation three.  



DR. TILDEN: Recommendation three, we move to consider it and second it.  



Liz seconds it.  David motions for it.  So let's consider it.  



So research involving adult populations should incorporate appropriate safeguards related to identification of individuals who may have impaired consent capacity.  Such safeguards can be applied prior to participant enrollment as appropriate, throughout the course of research participation. 



Any thoughts, comments or modifications?



So then, hearing none, let's move forward.  We have one?   I'll have to hear it because I wasn't looking. 



MS. GILBY: One and two start, guidance should, and this starts, research should.  It's very prescriptive, instead of saying what the guidance should include. 



Is that the intention? 



DR. TILDEN: I think that is a good point.  



DR. STRAUSS: I don't think the intent was to make it any more or less prescriptive, but I do think it could be directed in a parallel or a congruent way with the other ones. 



Guidance should promote the development of policies which incorporate appropriate safeguards or something like that.  

DR. MARSHALL: What about something as simple as guidance on research involving blah blah blah, or guidance for research involving - 



DR. STRAUSS: It's not the guidance that would incorporate the safeguards.  Again, I think we may be talking about promoting the development of -- the thing is, again, this is not going to be regulatory language, and not necessarily language for the guidance. 



But I don't think we want recommendations to imply that institutions would be required to -- or should, even, forget about required, should develop policies.  It doesn't necessarily have to mean that policies will be developed. 



We are just saying that good research incorporates safeguards, so I'm not sure how best to say that.  It's really more about -- it's as much about good IRB practice as it is about policy necessarily. 



So I look to you for advice on that. 



DR. TILDEN: Could I propose maybe we just say the guidance should address appropriate safeguards, and take out that research involving adult populations, because that's already in the preamble and a lot of places, and just say the guidance should address appropriate safeguards?



Is that fair to characterize it that way?



DR. STRAUSS: You don't really address an appropriate safeguard.  You promote or encourage the -- I just don't think you address an appropriate safeguard. 



DR. TILDEN: The use of?



MS. FLYNN: Implementation of appropriate safeguards?



DR. TILDEN: The what?



MS. FLYNN: Implementation of appropriate safeguards, something like that; is that what you're getting at?



DR. TILDEN: Sure.  



DR. STRAUSS: The regulations read that additional safeguards have been included when these populations are present.



So -- what?



DR. TILDEN: So you are proposing with the -- 



DR. STRAUSS: No, so I'm saying that to say that guidance should address the implementation of appropriate safeguards, and this is sort of - specifically those which relate to the identification of individuals I think is consistent with the regulatory background.



DR. TILDEN: Is everybody satisfied at this point? 



So we need to move on to eight?  Is that the next step?



DR. STRAUSS: Let me run through it in terms of what we -- so we wanted to be very careful here to say that the only way that a researcher is going to be aware that a particular individual has impaired consent capacity is if some kind of -- and I use the term loosely -- assessment is made.



We had this discussion here previously about SIIIDR's perspective that, in all cases of research consent, it's not adequate simply for there to be a signature on a line, but that the investigator ought to -- the investigator ought to understand that the subject understood what was happening. 



Now, you know, that requirement -- I'm calling it a requirement -- is really nowhere in the language of the regulation specifically, and it's not really evident in any guidance documents.  It is pervasive in many of the international ethical guidelines, like CIOMS for example talks about the affirmative obligation of the investigator to know that the subject has understood.



Anyway, so we're saying in all cases there should be some de minimus recognition, the investigator should be cognizant of each prospective participant's capacity to consent. 



And in studies where we're talking about people who are unlikely to have impaired decision making, that judgment can ordinarily be made during the normal give and take of the consent process.   This is just describing a kind of background or baseline - I'm going to call it assessment of understanding. 



And we felt that this was really critical if you were genuinely going to protect the rights and interests of people who did have impaired consent capacity. 



MR. SHORE:  The use of the term "should be cognizant of," I just made a note about maybe "should consider."  I just had the sense that to be cognizant of implied that there had been some assessment already, and I just thought, at the beginning of this discussion, that "consider" might be a more broad description of the actual process, because later on you get to "assessment," and I think --



DR. STRAUSS:  I see what you mean.  I'm sorry if I -- where "cognizant" is used in the regulations related to - somewhere - related to this population.  Am I wrong about that?



DR. PRITCHARD: I'm not cognizant of that place. 



(Laughter)



DR. MARSHALL: In the first sentence, we should probably be consistent with what we did earlier, and so we could say, for all studies, investigators and research staff who obtain consent should consider each prospective or current participant's capacity to consent to the research. 



Am I right about that or not?  Do you remember, was that in the recommendation?



DR. STRAUSS: It does seem like a very long time ago, but I do remember, yes.



DR. MARSHALL:  But is it relevant here, or not?



DR. POWE: We just talked about recruitment, now.



DR. MARSHALL: So, no.



Let me just ask again about David Shore's point about cognizant.  You know the intent here, it wasn't that we wanted to be cognizant of an assessment that occurred.  We wanted to find the word that represented the lowest level of requirement for "awareness of."  And that's -- you know, we struggled with a number of -- I think we had "consider" at some point. I think, you know, the word "assess" was there, but we didn't like that. 



So if you think that "consider," "should consider each prospective and current participant's capacity to consent to the research," that's fine.  We thought that cognizant even -- I don't know. 



MR. KIRCHNER: David, would the word, "sensitive to," answer your need?



PARTICIPANT: I like "consider" better than "sensitive."



DR. TILDEN: Julia, you have anything to add?



MS. GOREY: We found "cognizant."  It's 111(a)(3), selection of subjects is equitable.  In making this assessment, the IRB should take into account the purposes of the research, and the setting in which the research will be conducted, and should be particularly cognizant of the special problems of research involving vulnerable populations.



DR. STRAUSS: I'll talk to you later, Ivor.



(Laughter)



DR. PRITCHARD: "Cognizant" refers to a wider category of problems than "capacity to consent."



DR. TILDEN: Okay.  Well, we have this -- okay, this issue of "cognizant" versus "consider," and I guess there would be another issue in the next sentence with respect to changing "impaired decision making" to "impaired consent capacity" to make things harmonize?



DR. STRAUSS: Well, again, here it's the determination has not yet been made that they have impaired consent capacity.  This is trying to identify that broader -- well, maybe not. 



I mean the idea is, you know, we've talked before here about the idea there are people who may have impaired consent capacity; there are those who are likely to have impaired consent capacity, et cetera.  There is a gradation there. 



So the intent here is to say, if you are doing a study of, you know, 23-year-old Georgetown graduate students in philosophy versus if you're doing a study in, you know, 84-year-old nursing home subjects, either way my thought was that a study may look at people who are likely to have impaired decision making, some of whom will have impaired consent capacity. 



But again I don't -- if it reads better to you, either way is fine, I think. 



Laurie, would you agree?



MS. FLYNN: I agree, whatever gets the point across.



DR. POWE: I want to bring up a word in here that troubles me a little.  I'm not sure of the solution, but the term "unlikely" bothers me.  "Unlikely to recruit individuals" makes me think about, well, what does unlikely mean?  Is that a quantitative notion?



And I think later on the words "likelihood" are used.  And I'm wondering if we even need it here, because either a study goes out to recruit individuals who have impaired decision making or consent capacity, or it doesn't.  It just leaves it very open.  I mean, if by chance I get one person, one individual, or might I get one individual who has impaired -- you know, how am I supposed to interpret this?



So I'm just -- I'm trying to get us maybe to be a little bit more clear, do you intend to recruit, or you don't intend to recruit.



MR. NELSON: I could take a stab at saying what it meant to me, anyway, when I heard that, or see that, and you can tell me if that's where you were going. 



I guess when I -- this as a whole implies to me that there may be a need for a more formal assessment, a more formal consideration on the investigator's part when people are likely to have impaired capacity to give consent. 



Conversely, if you are studying a quote unquote normal population where you are not going to anticipate bumping into people, or enrolling people, recruiting people who would be impaired, they are sending a signal that this doesn't apply across the board, that an informal ad hoc assessment like we often do, just, you can see the person across from you is giving their consent.  They understand; they are with you; that's all that would be required under those circumstances.  



Is that what you were trying to -- 



I'm not suggesting a rewording.  That's kind of what it says to me, anyway.



DR. TILDEN: We've got Peter, and we've got David after Peter.



MR. KIRCHNER: Is it necessary to use the word "recruit" here?  What if you simply said, "in study populations that are unlikely to contain individuals with impaired consent."



The study population is usually defined in advance as to who you are going to study.  And then you don't have to run into that "recruit" word, which is a little uncomfortable, and I would agree with that.



DR. STRAUSS: I think that Neil's question may be addressed if we use terms like populations rather than individuals, because -- so, I understand what you're saying, in a sense.  I mean, what if there is some likelihood that, in the population of healthy individuals that I encounter, I will include one subject who -- 



DR. POWE: The larger the population, the more likely you are to include an individual. 



MR. KIRCHNER: You need to change that to "unlikely to contain."



DR. STRAUSS: No, I understand, but I'm not sure that addresses Neil's concerns.



DR. POWE: I'm wondering, I mean, either an investigator goes out intentionally to recruit a population that is impaired, or you don't go out intentionally to do that. 



So I'm wondering whether this "unlikely" is actually needed.  



DR. TILDEN: David?



MR. SHORE: I think, based on my experience, that the situation for an IRB or for an investigator is that, in the situation as David Strauss was explaining, if your sample proposes to look at a group of healthy Georgetown undergraduates, then you are going to presume that, you know, one or two may have some questionable ability, but it's pretty unlikely that it's going to be the case. Whereas, if you look at a medical clinic, it's likely to be higher, and if you look at a population of individuals who have recently been discharged from a hospital, it's even more likely. 



So I think the issue was just the expectation, because the greater the expectation you have that you are going to encounter individuals who may have these impairments of capacity, the more likely you are to build in specific kinds of assessments.  In fact you may say, for instance, in the example of the Georgetown students, you may say, if you encounter somebody whose capacity is even questionable, you might exclude that individual, whereas you may have a plan to include people who have some degree of impairment in studies in a clinical population.



So I think the idea was that the IRB and the investigator need to be prepared in advance to know how they are going to start interviewing individuals, and what tools they are going to have at their disposal to follow up on any evidence that there may be a problem. 



And I think the reason that this also had "recruitment" in there was that those are the kinds of issues that really need to come up before you actually begin to recruit individuals.  You may have some people who develop impairments during the course of a study, especially a longitudinal study, but I think, you know, A was meant to get at this issue of, the first thing you do, one of the first things you do when considering this. 



DR. POWE: I think I understand, but I think what troubles me is that different individuals will have different thresholds for what "unlikely" means, and maybe we just have to live with that.  But it will be true; it will be true. 



I guess what I was trying to get at was some language that was more clear that says, you know, in studies that do not recruit individuals, meaning that they don't intentionally go out to recruit individuals.



DR. STRAUSS: Again, from the IRB's perspective -- I agree with you, and I'm just trying to figure out -- I agree with you that the unlikely business may be confusing, but from the IRB's perspective, we ask -- we have to make sort of quantitative assessments all the time, risk assessments, all the time.  Is the anticipated study population one in which we need to say to the investigator, you need to employ some special tool to assess capacity, or is the population by and large one in which ordinary kinds of interactions will be enough for you to consider each prospective participant's abilities to consent? 



And I think it depends on the population.  It's not as though the IRB would say -- I mean, at some point, the difference between the 23 and the 83-year-olds, right, there's a line there in which likelihood is reached. 



And I agree with you, it's hard to know where.  So if there's a way to reword this to -- I should say, IRBs should be cognizant.  



DR. POWE: I just want to make it clear that we are allowing a lot of discretion by using that term.  And that may be okay, but I just wanted to see if there was a way --



MR. NELSON: We faced the same question when we were revising our IRB application.  We have a check list, and in earlier iterations it asked, it may have even said, "are you likely to include," and at one point it said, "will you include these following populations: decisionally impaired," which we'll now change to a different term, but children, pregnant women, prisoners, non-English speaking subjects. 



And that was supposed to trigger -- well, non-English speaking subjects, how likely is it that we need Spanish translations, et cetera, et cetera. 



And we found that people were answering it truthfully, well, if somebody pops up, we might include them.  And we ended up switching it to, are you targeting these populations?  Is the aim to include?  So maybe it's just in studies that do not target, or do not target individuals with impaired consent capacity, then a more informal routine assessment is all that's needed, which is --



DR. POWE: I personally like that. 



MS. GILBY: How about "anticipate including," because "target" has a very different meaning in terms of sample design.



DR. STRAUSS: "Do not anticipate the inclusion of?"



DR. MARSHALL: Couldn't it be -- couldn't we stick with the term "recruit" instead of, you know, "do not anticipate?"



I agree with you about the use of "target."  "Target" is not a good word.  



DR. STRAUSS: I agree. 



DR. TILDEN: I believe Neil may actually have been on target earlier when he just said, "do not intend," right, to enroll individuals with impaired -- that's where you're getting at, and I think it's synonymous with this idea of targeting, without using that word as maybe a pejorative word. 



DR. STRAUSS: I think "intend," as we've heard this morning, is a complicated idea.  Because I may be going into a nursing home, and my intention there is to recruit people who have congestive heart failure.  Period.  That's my intention. 



I do not intend to enroll people who lack capacity, but I may in fact wind up doing so.  And I think those are the circumstances in which we want investigators and IRBs to be paying attention.  Because if there is a likelihood that the population will include individuals who have impaired consent capacity, then the IRB ought to consider special procedures for making the investigator more aware. 



DR. TILDEN: Yes, I mean maybe your example of congestive heart failure, since cerebral manifestations of congestive heart failure are wide, I would say that that whole population would be intending to enroll individuals with impaired consent capacity. 



But there are other situations, maybe, as well. 



Then what were the other options?  "To target?"  Some people didn't like that.  Were there some other options that were mentioned?



DR. MARSHALL: It's the issue of anticipation or intention that we're really struggling with here, I think.  So we can all agree it's not about targeting.  We can all agree that we want to be much more clear that, when you design a study, you do plan to recruit certain kinds of individuals in your sample population.



MR. NELSON: How about that?



DR. STRAUSS: It's just a mouthful. 



DR. MARSHALL: Don't use it in a consent form.  I do research on informed consent, so I'm looking at this and thinking, okay, this has so many words, but that's okay, because it does say exactly what we're talking about here.  



MR. NELSON: We are communicating with Ivor and not with the general population.



DR. MARSHALL: So don't use it in a consent form. 



DR. STRAUSS: The assessment of capacity, and when appropriate the documentation of this assessment, should be tailored to the study population; the level of study risk; and the likelihood of the involvement of participants with impaired consent capacity. 



Again, this just - again, the last statement was really talking about healthy populations.  When you are studying healthy populations, really, you need to do very little, except be aware or sensitive or consider. 



Here we're saying that the assessment method that you are going to choose, and whether or not you are going to require documentation, should be tailored to the specific study factors. 



And again, you know, this went through many, many revisions and paring downs.  We went from saying, there ought to be documentation of assessment of capacity to a softer, when appropriate, leaving that to the discretion, I guess, of OHRP and ultimately FDA and the institutions. 



DR. MARSHALL: Based on Neil's comments for A, should the likelihood be changed to the anticipation?



DR. STRAUSS: The anticipated involvement?



DR. MARSHALL: The anticipated involvement, yes, or does that change - 



DR. POWE: This one doesn't bother me as much, because I think the tailoring - it's a statement about tailoring so it doesn't bother me as much, but if we want to be consistent in the language I'm for that as well.



DR. STRAUSS: I think people know what likelihood means.  



DR. TILDEN: Help me out here, David, and could you just inform me the level of the study risk, how does that really impact the assessment of capacity?  Or the importance of it?



DR. STRAUSS: In my institution, when we enroll - when we study individuals who have schizophrenia, we make decisions about what kind of assessment of capacity is required based on the acuity of illness, whether they are inpatients or outpatients, and also dependent on how risky the study is. 



So in one scenario we will require an independent assessment of capacity.  In other scenarios, we may not.  But it's again, it's tailored to these factors.  



DR. TILDEN: Okay.  I am just trying to understand the underpinnings of why the level of study risk, how it affects one's ability or capacity to consent to a study or not. 



I can understand the complexity of a study.  But is the risk itself a determinative factor of the ability to consent.  



MR. NELSON: I guess I am not reading it as the ability to give consent.  It's our imposition on the research project, on the investigators, what we are going to expect them to do.  How they go about assessing that capacity, and how they go about documenting it, so for example, if it's a high risk study, drugs, et cetera, et cetera, the IRB might say, well you darn well better not only assess using this particular tool but document for every single person you enroll in this, as opposed to a minimal risk survey or observational study where the level of documentation the IRB might impose on that could be less rigorous.  But that would be tied to the level of risk in the study. 



So I didn't read it as having anything to do with the individual's capacity but what we expect the investigators to do in conducting that study.



DR. LUX: Sam, I could add a clinical example that may help justify this.  If you take persons with traumatic brain injury who have moderate traumatic brain injuries who are relatively well recovered, they will relatively consistently underestimate, analyze incorrectly the amount of risk present in terms of its consequence to them; so that if it is a low risk study they are not going to fall below - in underestimating it, they are not going to fall below a threshold that is relatively accurate with regard to reality.  But if it's a high risk study, they will.  



DR. TILDEN: Great, thank you. 



DR. STRAUSS: So I added the method used to assess capacity, which I think clarifies that we're not talking about the outcome or the determination, but the assessment itself. 



The next subpart is IIIb small one.  When research is conducted with individuals who are - and here we go again - are likely to have impaired decision making, researchers should assess the prospective participants' consent capacity and determine whether it is adequate to permit informed consent.  This determination should be documented when appropriate. 



This in certain ways restates more specifically B.  



DR. POWE: This is where I think have - still have problems with the likely.  It's a trigger -- some threshold trigger for having a more detailed assessment. 



So I would think about changing this to the language that was in the first part, I guess it was - was it A?  



MR. NELSON: Anticipated, so when research is anticipated to involve individuals who are - who have - 



DR. LUX: When research anticipates the inclusion of; how about that?



DR. STRAUSS: Is this okay?  Sorry.  When it is anticipated that the research will include individuals - I don't really - again, I don't know what your preference is in terms of this.  



Again, I - and maybe this is - obviously it's not clear, but again in my way of understanding it, I think the committee - because we actually -- when we decided to use consent capacity, we went through this and specifically changed certain ones and not others. 



So I think there is this notion again here is that the study is going to include let's say a population of people who may have some impaired decision making, some of whom will have impaired consent capacity.  That was the idea, but perhaps that is not at all clear.  



DR. POWE: What bothers me is defining some.  What does some mean.  And it just leads open - to more discretion to what the trigger is.



DR. LUX: And I guess my supplementary comment here would be, there also are people who have impaired consent capacity who do not have impaired decision making.  



For example, for example, someone with a significant receptive aphasia who can't get the information in.  So if you can get them to the point that they comprehend it, work for an hour with a speech language pathologist, they are perfectly capable of making decisions.  Their decision making apparatus is just fine.  It's just that they can't receive the input. 



Now maybe that's a narrow view of what decision making is all about.  I come from the perspective of a cognitive neurologist, and that's the way we think about decision making. 



And maybe the more lay use of the term incorporates these kinds of things that I separate out.   But that's where my comments have come from about my preference for the term, consent capacity.  



DR. STRAUSS: So does this work?  I just deleted - I just changed it here.  



DR. POWELL: Just one question.  On that last sentence, when is it not appropriate to document; this is such an important point. 



MR. NELSON: I hate to keep telling you how I read it, but I guess as a member of the audience, back to the risk thing.  If it was a low risk study, I could see an IRB saying, we trust investigators to do lots of things that they say they are going to do in the conduct of research.  If one of them was assess capacity, there might be some studies where writing down, I assessed capacity in the outcome of that would be, I don't know, less warranted than other studies?  Is that what - you are wanting to leave the door open for some flexibility to not impose both assessment and documentation of that assessment in every single research scenario, is that right?  



DR. STRAUSS: Yes, I think the issue is, number one, we wanted to put it here to basically make whoever is reading this aware that documentation is an option that should be considered, but that they don't necessarily want it in all circumstances.  Right, I'm agreeing with them.  



DR. POWELL: Well, then I still don't understand.  



DR. STRAUSS: When it's appropriate, when is it not appropriate? 



DR. POWELL: Yes, especially when you are including people that you know have an impaired sense of capacity.  Unless the whole protocol or the whole study includes only people of which the assessment has been gotten as part of the inclusion in the study.  Is that what you mean?



DR. TILDEN: I just see it as a catch-all, and it might not be when appropriate; as appropriate, or something like that. 



But the flexibility is that, do you attach some assessment tool or not, versus writing something that you performed some assessment, I guess.  Or it should just be documented, I guess, if you are going through the exercise. 



DR. STRAUSS: You know, I'll tell you that in the study that is anticipated to include individuals who have impaired consent capacity, see, that is a broad phrase, right.  And what we meant by assess a prospective participant's consent capacity, and what we would require by way of documentation would vary enormously from study to study. 



But again some institutions require documentation of capacity or understanding by the researcher in all cases of consent, so they may have a fairly high baseline.  In other words, they don't have a witness signature to the consent; they have an attestation by the investigator that the subject understood, et cetera. 



And that varies from IRB to IRB from what I can see, so it's hard to mandate something for IRBs when their baseline assessment may be quite variable; and that's consistent with the regulation. 



DR. LUX: Question; was your intent with this one to require a formal as opposed to an informal assessment of capacity, not specifying any particular instrument, but something more formal than what you described in the earlier recommendation? 



And if so, should it read - yes, here it says, can ordinarily be made informally.  And is your intent here to say, should assess prospective participants' consent capacity formally and determine whether it is adequate?  Was that your - it's  a question, was that the subcommittee's intent to make it more formal?  And if it was, then probably the insertion of that word at some point would be useful. 



DR. STRAUSS: Well, that's why we - well, we - I think we use the word formal soon, next.  But we inserted the word assess, as opposed to be cognizant of or consider here because we thought it represented a step up, an increased requirement, or an increased something, recommendation.



DR. TILDEN: Everyone comfortable with this as it reads? 



Okay. 



DR. STRAUSS: Here is where we talk about formal methods, such as questionnaires, structured instruments or independent evaluators.  And it says, they can be used to support or supplement the clinical assessment of consent capacity by the researcher. 



And again the footnote here was intended to prevent the eager IRB from running out and requiring the McArthur competency assessment tool for every research study that includes even one person who - et cetera.  So we wanted to say that there are options, and that there are a number of approaches, and that those approaches are not equal both in terms of the extent to which they have been validated, and they are not equal in all settings. 



DR. TILDEN: Any comments about little Roman numeral two there?  



Okay, moving on to three, Roman numeral three. 



DR. STRAUSS: And this is really - I've been saying this all along, but the likelihood of decision making impairment, and again I could change that, and the clinical characteristics of that impairment will vary depending on the proposed study population and the setting, and methods used to assess capacity must be informed by these clinical considerations. 



Again it's just the idea that a blanket one-size-fits-all approach is going to cause more harm than good.  So we could say the likelihood of impaired consent capacity, and the clinical characteristics of that impairment will vary.  The subjects in intensive care units differ compared to subjects in the nursing home setting.  People with stroke versus dementia versus autism will have very different kinds of approaches required to the determination of whether they are able to make a consent decision to the research. 



DR. POWELL: My comment is on the last sentence, and that methods can't be informed; can they?



DR. STRAUSS: We chose a must here because we thought this was a must rather than a should.  But again, Sam, should I change decision making impairment in the first sentence back to consent capacity?



DR. TILDEN: I think that would be a good thing to do. 



DR. STRAUSS: Okay.  



MS. BANKERT: Can I just make a general comment for consideration, and that is because we hear so much from social and behavioral researchers, as soon as we start to use the word clinical, and it's in the one before this, too.  Do we need the word clinical all the time? 



MR. NELSON: The one preceding especially raises the question of, your attention to it, because it talks about clinical assessment of consent capacity, and it may be begging the question, are there nonclinical ways to assess that might be appropriate for some studies? 



MS. BANKERT: That is what made me - I don't know, if it's required leave it in there.  



DR. STRAUSS: We have a lot of doctors on the SIIIDR subcommittee.  No, we do, and our way of dividing up the world is, what you'd ordinarily do clinically in your interaction with the patient, versus some more structured or formal assessment.  But I think if that rubs the rest of the world the wrong way -



MR. NELSON: Well, whether it rubs or not is one thing, but are there non - other forms of assessment that might be considered and might well be appropriate for some - 



MS. BANKERT: You just want to make it applicable to as many researchers as possible.  



MR. NELSON: Yes, we're writing for a broader audience. 



DR. POWE: I think it's okay to have assessment.  I think the ideal, it seems to me that clinical assessment is the gold standard in the end, so you were just trying to make, I think, people cognizant of that gold standard. 



DR. STRAUSS: We were, but you are another physician.  So I guess the point is that let's just say a sociologist or an anthropologist were doing a study that was on an inpatient unit, I guess we would argue that even their routine assessment, wouldn't it be a clinical assessment?  You think it would be or would not be?



DR. POWE: I'm not sure that it would not be the gold standard.  So I don't have a problem with striking clinical from here.  That's what I was actually saying.  So I'm not arguing for it in there; I think it's okay. 



DR. STRAUSS: So you are saying that if we just get rid of the word, clinical, here it still says that there is the assessment by the researcher, and then there is something else?



I'm worried.  David?



MR. SHORE: I think that a lot of the newer assessment instruments as opposed to the MCAT CR are designed for administration by lay interviewers, so I think dropping the word, clinical, would probably be a reasonable thing here. 



It seems to be if not where the field is now certainly the way it's headed. 



DR. STRAUSS: I'm sorry, let me just follow up on this.  Formal methods, et cetera, can be used to support or supplement the assessment of consent capacity by the researcher, but, you see, the researcher may be employing a formal method, so supplement is odd here. 



The intent was that under ordinary circumstances - and, again, we were thinking I guess biomedical - so the biomedical researcher, the physician researcher or the nurse researcher, would do one thing. 



Now let me just be clear: where I live only a physician, a licensed physician or licensed clinical psychologist may make an independent capacity determination for certain kinds of studies.



DR. MARSHALL: Liz, I am very very glad that you made that point about social and behavioral science research, because it's just so relevant to what we are talking about. 



And actually even earlier in our discussion this afternoon a few times I thought to myself, what if you were doing a  drug study where you were interviewing heroin addicts on the street, like a combined epidemiological and ethnographic, using EPI and ethnographic approaches to look at risk behavior, you know, specifically how people shoot up or something like that.  Well, you may encounter people who will in fact be involved in your study, or be potential recruits for your study, and some of the points that we are making here are very relevant.  They might have impaired consent capacity if they are nodding off.  That's going to be true absolutely. 



As a researcher I can interact with that individual and know that that's true. 



DR. STRAUSS: That's right, and so you would do a routine assessment as part of your consent thing? 



DR. MARSHALL: I would not - I would note that an attempt was made to recruit someone, but it was - they could not be recruited because of - 



DR. STRAUSS: Because you made a determination?



DR. MARSHALL: Because I made a determination. 



DR. STRAUSS: So what we're saying is, you're making the determination, because it's pretty easy to tell when someone is nodding off, that they lack capacity to consent, but there are circumstances in which to supplement your routine assessment, formal methods may be applicable. 



DR. MARSHALL: Only in an institutional setting, not on the street; or only in a clinical setting where you might be able to have someone come in and do an assessment. 



But if you are working on a community-based study, this is just an example.  I don't want to get too far off following the track of that example, but there are many study situations where you can have people with impaired consent capacity and you are not going to be - you won't have access to formal clinical assessment. 



DR. STRAUSS: No, that's why I'm agreeing with you.  Let me just give you the concrete example.  We do lots of community and home-based studies of people who are aged and have either mild cognitive impairment or dementia.  And we don't require a physician to go to their homes and make a determination.  What we require is that the research assistants who are interacting with them, and this is a minimal risk brief survey, are trained to figure out who can actually answer the questionnaire and consent.  That's what we're talking about. 



DR. TILDEN: Might I interject though?  I think the focus of this is that formal methods may be used as an adjunct to this process.  And putting clinical or routine or anything to me detracts from that focus, and why wouldn't we just say to support a supplementary assessment of consent.  That way we're focusing on the corollary issue, when the main issue is formal methods can be used.



DR. STRAUSS: All right, we're almost done. 



So okay, by these considerations, and I think this is easier, right?  So that was helpful.



Now I used the word, clinical characteristics.  Is that just not necessary? 



DR. TILDEN: I might even make it a little bit more generic.  Instead of characteristics, say manifestations.  You've used that before.  



DR. STRAUSS: Is that better?



DR. TILDEN: Take out characteristics.



DR. STRAUSS: Okay.  That's good.  



DR. TILDEN: Okay, four. 



DR. STRAUSS: Okay, so number four says, the determination as to whether an individual's decision making capacity is adequate to permit consent will depend on the likelihood and magnitude of benefit for participation in the study; the degree to which the study protocol departs from ordinary treatment, and the extent of risk associated with participation. 



These factors should be carefully considered in policy and practice. 



So these by and large are the accepted variables.  I think we talked about this a minute ago, that I think the accepted idea is that you need - the capacity requirements are higher for studies that involve greater risk and less benefit. 



DR. TILDEN: Elaine?



MS. GILBY: Not all studies involve clinical treatment.  So I would recommend making it treatment or practice, so you can include the social science, training assignments.  



DR. STRAUSS: So I'm sorry, the degree to which the study protocol departs from ordinary clinical treatment?  



MS. GILBY: For example in our studies what we manipulate is the service and benefits that our beneficiaries receive.  For example some of them have to wait two years to receive Medicare benefits.  And we provide them with medical services for two years as part of one of our experiments.  So we're definitely manipulating - 



MR. KIRCHNER: David, if you put practice before treatment then the word, clinical, wouldn't apply to it by inference.



DR. STRAUSS: Like that?



MR. KIRCHNER: Yes.



DR. STRAUSS: Clinical care, then?  But I think treatment and clinical treatment are the same thing.  Ordinary practice or treatment.  I think we mean clinical care here.



Is that better?  



DR. TILDEN: And then there would be decision making; convert that to consent if you wanted to. 



DR. LUX: And if you want to make it read better, one could say whether an individual's consent capacity is adequate to permit valid consent, or some such thing.



DR. STRAUSS: It's just that's it's a new concept, this idea of valid consent.  We haven't talked about it before.  



DR. LUX: Yes, the standard word is informed.  It's a word that I have a pet peeve against, because so much more than information needs to be there for a consent to be valid. 



But yes, the standard word is informed.  I mean you could leave the whole word out.  I was just thinking in terms of making it read a little bit more coherently. 



DR. STRAUSS: You could just say, adequate for informed consent. 



DR. LUX: Yes.  Yes, Mike, that's true.



DR. TILDEN: So again, Lauren, maybe you can enlighten me.  But a determination that someone's consent capacity is adequate, how does that depend on the likelihood and magnitude of the benefit?  Is that just an opposite argument from risk?



DR. LUX: Yed, normal humans - 



DR. TILDEN: So if it's rational to a physician to do something, then if it seems like a reasonable decision and it's close to clinical, you know, it has benefit for a research participant, then one would - the determination doesn't have to be as robust?  Or am I reading this all wrong again.  



MR. NELSON: Well, no, you've got me reading it though.  Are we talking here again about the method used to determine?  Or this time are we talking about the determination?



DR. STRAUSS: We're talking about the determination of the threshold for consent capacity.  The determination as to whether an individual has adequate consent capacity.



MR. NELSON: One of the things that goes into consent capacity is accurate assessment of consequences for self, which incorporates an adequate assessment of risk. 



Normal humans have been demonstrated to have problems with that for sure, but certain types of neurological, anyway, and the psychiatrists can speak to psychiatric disease, impairment disturb that capacity. 



So you've got to compensation for that, and the way you compensate for it is by looking at the risk inherent in the study, because the - it requires - it requires greater capacity to understand those risks adequately.  Or put another way around, certain kinds of neurological impairment impair your ability to understand those risks adequately in either direction.



MR. SHORE: I still feel like that's kind of a different issue.  I thought the issue was whether based on this flexible evaluation the greater degree of risk and the lower degree of anticipated benefit, the higher the degree of consent capacity would likely be required by the IRB. 



And so I think what you are referring to there is that, I think the terms "likelihood" and "magnitude" probably got borrowed from actually a risk category, and I think what you mean to say is, depend on the anticipated direct benefit .



But again, given the wording, it kind of confuses whether - I mean obviously the person needs to understand the benefits and the risks in order to have consent capacity.  But that's a different issue from whether the criteria for allowing a person with some impairment to be in a study is going to depend on the study's anticipated benefit, and the study's foreseeable risks, right?



DR. STRAUSS: Do you think that that's true?  That an individual - it doesn't quite work this way, but if we were to be able to measure capacity on a scale with the same measurement, the same rating of consent capacity, we would require a higher threshold, you'd have to have more capacity so to speak, to consent to a higher risk study than a lower risk study. 



MR. SHORE: I think that is an assumption on which we've gone.  It's certainly one of the assumptions of the NIH Points to Consider document. 



Now whether you choose to use that or not of course is up to you, but I think that has been one of the assumptions on which we have based NIH discussions.  



DR. STRAUSS: It's a standard assumption, I think, in the business, in the field.  And I think, you know, maybe even grows out of the presumption of competence with regard to medical care. 



So when the research is like medical care, again, you begin in the sense thinking that it's okay to do, and as you depart from that, you rely upon a more formal assessment, and a more rigorous determination, and a higher threshold for understanding on the part of the subject.



MR. SHORE: I don't have a big problem with the wording.  It's just I think what you are talking about here is, you have to clarify whether you are talking about direct benefit, or whether the benefit to society is a consideration here. 



That's my issue.  And anticipated is probably just a simpler and more widely used term than likelihood and magnitude.



DR. STRAUSS: So it's the anticipated - 



MR. SHORE: Direct benefit, if that's what you really mean, yes.  And I think that would - 



DR. STRAUSS: I think there was another place in which you had made that recommendation, and I had incorporated it.  



MR. SHORE: You did use anticipated in the other context; you're right.  



DR. STRAUSS: And the likely magnitude of risk?



MR. SHORE: If you want to get that technical, it's the likelihood and magnitude of risk and harm, risk or harm.



And again, it's not anticipated risk; it's foreseeable risk.  



MR. KIRCHNER: David, is determination the right word here?  Because you might have the same determination of risks.  But it seems to me the thrust of this is that investigators in IRBs should consider requiring a higher level of consent capacity when the following conditions apply. 



The determination of how to do that may be the same whether you are willing to accept the lower or higher one.  The determination made - 



DR. STRAUSS: The word, determination has two meanings.  But I think we meant the outcome or the threshold. 



MR. KIRCHNER: No, I understand that.  I'm just wondering whether we should state it the way we mean it.  The investigators and IRBs should consider requiring a higher level of consent capacity when the following conditions apply. 



You know, you have to match that with the rest of the paragraph.  



MR. NELSON: If you're going to specify that it's higher than, then you are going to be trapping yourself into defining which way all those factors have to go.  So you either have to - the level of consent will depend on - 



MR. KIRCHNER: All right, that gets the same idea.  I like that better than determination, because the tools used for determination may not vary.  



DR. STRAUSS: Could it say the level of consent - the level of capacity required for consent?  Okay.  



Are we done with this?  



DR. TILDEN: Any other thoughts or comments? 



So we'll move on to Roman numeral little five?



DR. STRAUSS: Yes, and again, this was one that we played around with an enormous amount, and then pared it down to, researchers responsible for consent process and consent capacity determination should be appropriately qualified and trained. 



And you know we felt - and again in our experience working with lots of subjects and their families here, the idea that someone who has capacity has been said to lack capacity, and vice versa, are delicate issues.  And you want to make sure that those who are employed, or charged with making that determination, are, again, appropriately qualified.  And what those qualifications and training are, again, will depend. 



But again, this is just the idea that as IRBs consider the risk associated with research -- I'm sorry, these additional safeguards required, they need to think about study personnel, as they ordinarily should.



DR. TILDEN: I don't have any recommendation for that. 



DR. POWELL: I have a comment on it.



DR. TILDEN: James. 



DR. POWELL: The question I have is, you have researchers in here.  This is five.  In 3(a) you talk about investigation research staff. 



The question I have is whether or not you would include staff here.  



DR. STRAUSS: I'm sorry, which one is that?



DR. POWELL: I'm thinking about 3(a).  You say it falls to investigator's research staff to obtain consent.  



DR. STRAUSS: You could just make it researchers just to make it consistent. 



DR. POWELL: I would make it consistent either way. 



DR. STRAUSS: Which do people like better, this, or the researchers?



MS. FLYNN: I like the researchers, because they are ultimately the one's we're holding accountable, the study investigators for the whole of the consent process.  



MR. NELSON: Just to play devil's advocate on the one that prompted the question, I agree we should be consistent, but under small B we do have to accept that it won't always be the researcher.  It may be their staff who are obtaining the consent, and we would want them qualified and trained. 



DR. STRAUSS: So should we just say investigators and research staff here too?



MR. NELSON: Just say it both places. 



DR. POWELL: I'm just smiling because I am thinking of the way in which the term investigators is used in the regulations.  And to remind - it might be worth remembering that in these particular regulations as perhaps contrasted with FDA's, the use of investigator seems to be very inclusive and egalitarian.  It refers to -- investigators are the people who are obtaining informed consent. 



DR. STRAUSS: And it could be all those involved - all those responsible for the consent process is the concept.  I think the minutes will reflect that.



Next?



DR. TILDEN: Please. 



DR. STRAUSS: All right, I think that is - so the next is - and we have three more, C, D and E.  C is about enhancements, D is about avoiding burden, and E is about longitudinal issues. 



So C says, specific enhancements to the consent inform process may serve to improve a prospective participant's understanding, and enable some individuals who otherwise lack consent capacity to make capable decisions.  Consent enhancements should be adapted to the needs of the specific study and study population. 



And the kinds of things here, again, this is nicely - there are a number of places where this kind of thing has been described, you know, in part, because the field is so rapidly moving here, we were a little bit reluctant to give specific examples.  But it could be just something like a consent form cover page or outline or, in some cases, a slide show, or some multimedia presentation. 



But I think every week we've seen new empirical research showing that in some situations something is better than another.  We wanted to keep it broad.  



But the idea is that if you are recruiting a sample of people who are elderly and may be impaired and may have impaired vision, you know, a consent form with larger font may be better. 



And there may be many other things obviously.



Next?  



DR. TILDEN: Any comments or questions about that?  Okay. 



DR. STRAUSS: Okay, and here again I think determination is used differently, in making the decision as to the methods to be used to ascertain consent capacity, it's important to note that more intensive approaches involve burdens for participants and researchers alike. 



Therefore, these should be reserved - this is ungrammatical, it needs to be fixed, I'm sorry about that - these should be reserved for situations in which impairment is more likely to be present; anticipated benefits are fewer; and foreseeable risks are greater. 



And again, this is just a warning about overkill.  



DR. TILDEN: I'd like to help you with that grammar. 



DR. STRAUSS: Okay, go ahead. 



DR. TILDEN: So maybe we should say, in selecting methods to ascertain consent capacity, it is important to note -- and then I would think that one would say, that therefore, more robust methods should be applied to situations.



That's my favorite word, robust. 



DR. TILDEN:   I think of Ivar every time I say robust.  



DR. STRAUSS: I know, I saw that the word robust was inserted into the cover letter.  I saw that. 



Can I just say, I don't think robust and intensive mean the same thing.  Really what we mean here is more - although we use the word later, we mean more burdensome.  It is important to note - maybe there is a way of rewording it so we just say, avoid the burdens of additional approaches when they are not necessary. 



In selecting methods to ascertain consent capacity it's important to note that more intensive approaches involve burdens for participants and researchers alike.  Or we could say, the more intensive approaches may involve burdens for participants and researchers alike. 



DR. TILDEN: Okay, therefore such methods should be reserved, is that what you're saying?



DR. STRAUSS: Therefore, these - such approaches?



DR. TILDEN: Something like that.  But we have selecting methods.  In the first sentence.



DR. STRAUSS: So what should I say here?



DR. TILDEN: You used methods in the first sentence.  I guess you could change it there.  



Thoughts?  Comments?  



Well, E?



DR. STRAUSS: Are we on E or D?



MR. SHORE: Actually, you are going to hate me, but it'll just take a second. 



If we go back to b(4), I think one word inserted by mistake, and it was my mistake.  So I just want to correct that. 



It should not say, direct benefit.  Where is that?  Yes, because to be consistent with language in the common rule and elsewhere in this document, we are talking about both direct and indirect benefits to society.  So if the group is comfortable with that, I just realized that I created a problem, and I'd just like to undo it. 



MR. NELSON: Well, but, doesn't that lead you down a slippery slope?  I thought you did mean direct as in to the individual subject.  Because if you say, benefit to society, you could set up a scenario where a really valuable study that wasn't a direct benefit to the subject would allow you to lower the level of capacity required.  And that isn't where you want to go, is it?



MR. SHORE: Well, actually, it is, but more in the sense of, the more important a study, if a study is very important and has relatively low risk, then you wouldn't insist on as high a consent capacity. 



So since this is a flexible evaluation in which the IRB will consider all of these factors, it just seems to me that the importance of the study should be one of them, and by putting in direct you tend to eliminate that.  And I think the importance of the study in this kind of consideration is important.  It doesn't trump other things, but it just seems to me that we go down the slippery slope in the other direction if we put direct in.  That was my concern.  



DR. STRAUSS: At the risk - can we just - can we say the level of capacity required for consent will depend on consideration of anticipated benefit?  In other words, I just want to soften it a little bit.  



DR. TILDEN: I would just put anticipated benefits, and maybe that might imply that direct and indirect.  



DR. STRAUSS: Benefit of?



DR. TILDEN: Anticipated benefits from participation.  Is that okay, David?  



MR. SHORE: Yes, and I promise not to do it again. 



DR. TILDEN: That's all right.  That just supports my notion that we need to get all of this out of the way before voting on something.  It would be a disaster.  



DR. STRAUSS: What are we up to?  D?  When changes in participants' consent capacity are anticipated during the course of a longitudinal study, re-disclosure of relevant information, re-consent, and reassessment of consent capacity should be considered. 



I think that's a fundamental. 



DR. POWELL: Does that imply some frequency or something else?



DR. TILDEN: I don't think it implies a limitation on frequency.  Do you?  



DR. POWELL: I don't know.  How frequently would one want to do this over the course of a 10-year study?



DR. STRAUSS: Well, it depends.  You mean like a 10-year treatment study?  You know we do longitudinal - again, there are minimal risk longitudinal assessments, largely clinical, frankly, assessments of people with mild cognitive impairment into most - many of whom progressive dementia.  And each annual visit prompts an assessment or a reassessment of capacity, because those are the points at which there is an intervention or research assessment done.  But it's based on a lot of factors that we require that in that way.  If you think that - I mean we could add a qualifier here at the end that more specifically addresses the factors that should contribute to the determination of how often.



MR. NELSON: Does this set up a scenario where in a study where you can predict some progressive impairment that a continuing reassessment of consent capacity could eventually eliminate everyone from your study?  



I'm not saying this very well.  But does this go hand in hand, or are you coming in a later recommendation to the notion of having a subject advocate or somebody identified up front to track with a subject through the study?



DR. STRAUSS: Exactly.  Exactly.  I mean ideally in studies in which a deterioration in consent ability is anticipated, ideally there would be some ability to, through an advanced directive or the appointment of a surrogate decision maker, enable ongoing participation.



MR. NELSON: In the absence of that, and I know none of these really stand alone, but in the absence of that, it seems like if you expect a deterioration and ability to consent that you eventually could weed out your entire study population over time. 



DR. STRAUSS: But I would say that maybe it's appropriate to do so.  I'll give you an example.  We have studies that are only allowable for people who have capacity to consent.  



MR. NELSON: I am thinking of ones that aren't - where you anticipate this deterioration but somehow make accommodations or put in mechanisms to account for that, or to advocate for them without removing them from the study.  But I'm not addressing this very well here.  



DR. STRAUSS: We have left it fairly vague here because I think the idea is that these things need to be considered.  And I think that there are issues that will depend on local practices. 



We take a fairly conservative position that we don't think people should be doing research or having research interactions when they lack capacity.  Level of capacity required may be minimal depending on the nature of risk, and the input of surrogates, the kind of surrogates required.  We consider these things in every study.  



DR. TILDEN: But what you're saying is, we should - I think, James, you are saying we should just mention that the frequency of such - of these events or activities should be considered as well?  Or am I missing something?  As opposed to prescribing that it should be done.



DR. POWELL: I would prescribe what should be done.  But I think one should consider that you wouldn't wait 10 years if you think that the person that is going to be graduating is going down in their consent capacity.



DR. TILDEN: So one could add a clause, maybe, and, comma, and their frequency, comma, should be considered?  Would that express it?



Sam. 



DR. GENEL: Why not just simply say, should be considered at a frequency relevant to the study.  Just add, should be considered at a frequency relevant to the study.  We are just providing an outline for guidance, and I don't think we need to be more explicit than that. 



DR. POWE: This is just a small thing.  It says, are anticipating.  But the more self evident truth is that this is discovered or detected during the course of the study then one should do this as well; not just anticipated.  You may not anticipate it, but you may discover it.



DR. GENEL: As I think about it, we probably ought to say, relevant to the study, and the characteristics of the participants.  Because it's not just the study, it's the type of subjects, relevant to the study and to the study population, yes. 



DR. STRAUSS: Let me first if I could address Neil's point, but if you look  back, and don't look too hard, but if you look back at 2(d), 2(d) is actually intended to reflect the suggestion that policies on consent, and the assessment of capacity reflect the longitudinal and fluctuating nature of capacity. 



So the idea is that that actually gives the requirement - and again, I'm using the word loosely - for identifying people.  So if you identify them, the policies - the policies should address the fact that you may identify people along the way who have impairment.



This is - 3(e) is again less about identification than it is about policy geared toward assessment.  And it says, when you are designing a study or when you are reviewing a study, and you are anticipating that changes are likely, you may have an affirmative obligation to employ methods and to describe those methods in the approved protocol.



DR. POWE: That is clear when you say it.  I don't see it here.  



DR. STRAUSS: Okay.  



DR. POWE: I don't see it there that this is a planning of a study or more of a prospective activity, as opposed to being in the midst of the study and discovering additional - 



DR. STRAUSS: Yes.  And again my apologies, but I think that some of the intent got lost when we tried to rephrase it to not specify who was responsible for what, and attempted to broaden its applicability. 



So maybe there is a way to come around and say - the question is, who should consider it, and when should it be considered.  And this is really - we are talking about IRBs here, really, or investigators, or studies should -



DR. MARSHALL: I actually like the point about discovery, and so I don't think that takes away at all if you use, when changes in participants' consent capacity are anticipated or discovered during the course of the study.  Inserting the language of discovery does not take away at all from the point you want to make here about reassessment along the way, as appropriate.



DR. STRAUSS: I'm reading it to myself.  When changes in participants' consent capacity are anticipated or discovered.  



DR. MARSHALL: Or discovered.  



DR. STRAUSS: I think you are right. 

In that case, the added frequency relevant to the study is a little bit off at that point.



Is it too prescriptive to name IRBs and investigators as those who should be considering this?



DR. MARSHALL: Can you just add, in the study design at the end of the sentence?



DR. STRAUSS: But that doesn't fit with the discovery.



DR. MARSHALL: I know.  You'd have to delete the discovery. 



DR. STRAUSS: But I think we could have it as a second clause, a second statement.  In other words, and then we could - and then same for, if they are discovered. 



DR. STRAUSS: And what about frequency?  Neil?



DR. POWE: I began to think about - I'm a clinical epidemiologist, so I know what longitudinal means.  But I began to think about this then, and I said, well, if a study - you could have a study that is going on, but it doesn't involve any more interaction with the participants.  It's still ongoing.  It could be in the analysis phase.  It could be in the - if I have let's say genetic tests going on.  They haven't been done yet, but I know that somebody's capacity has changed, does that mean I have to go back to them before I actually run my tests?



I know that this gets into some very touchy issues.  But I wonder if we should have some clarity on it.  



MR. NELSON: Well, if not clarity, I was going to give you an out.  I'm not sure that in the study design, it just may be considered, or should be considered, while you can consider it and say, well, there is no more study interaction.  They're not at risk any more.  There is nothing to disclose.  We considered it, and on with the show.  Without locking us into, it has to be in the study design and it has to be here and there.  



DR. STRAUSS: You know, longitudinal may be more specific than we need here.  It could simply say, during the course of a study.



DR. MARSHALL: That is exactly what I was going to say.  And I actually like - I would keep, discovery.  Because what's a long study?  Two years, three years, ten?



DR. STRAUSS: Well, what about Jim's point about frequency?  As should their frequency?



DR. TILDEN: I would suggest you put for that independent clause, there should be consideration of re-consent - just re-disclosure, re-consent, and reassessment of consent capacity at a frequency relevant to the study.  There should be consideration of these things, and sort of put a period behind it and shut it down.  



DR. STRAUSS: At a frequency appropriate to the study or appropriate frequency.



DR. TILDEN: Whatever Mike said; I've forgotten. Appropriate frequency relative to the study. 



DR. GENEL: Then I would rather say at a frequency relevant to the study.



DR. TILDEN: I am worried somebody is going to leave and go to the airport, so we are going to take a vote on this.  



Comments?



DR. GENEL: I am reaching a point of diminishing capacity.  And I'm wondering if the better part of valor would be to vote on this in the bright light of sunshine in the morning after we've had a chance to look at it again, rather than vote on it now. 



What I'm suggesting is that we postpone the vote, and have another version of this printed out and distributed for us to look at, before we vote.  



DR. TILDEN: Do you so move?



DR. GENEL: I so move. 



DR. MARSHALL: Here is an idea.  How about if we vote, and we also request that this be printed out so that we could take a quick look at it tomorrow, and if someone has major concerns, then I recommend that we reconsider it.



But my concern about not voting now is that, well, I'm afraid that if we look at it tomorrow, we might be making changes on our editing.  And I'm not sure - 



DR. GENEL: I think that is very likely.  I told some people earlier at the break that I can imagine a group sitting in Philadelphia with the wording, we hold these facts to be self-evident, and wordsmithing it.  So I'm conscious of what you are saying. 



No, I'm all right with voting.  But I would like to have something printed out that we can look at that we can pick up. 



DR. TILDEN: Kelley, can you arrange that for us in the morning?  Kelley says she can do that.  



Okay, so we - Warren?



DR. LUX: I've got something that just looks a different way at this.  This whole discussion has been focused on the person who is losing capacity during the study.  But the other side of it is actually of much more concern to me, which is the person regaining capacity during the study, under which circumstances the re-disclosure of relevant information, re-consent and reassessment of consent capacity is not ethically optional.  It can't simply be considered; it's an ethical requirement. 



And I'm concerned that this reflects the change in consent capacity occurring in only one direction when in fact it occurs in two. 



DR. STRAUSS: I think that both are ethically important.  And I don't think as written - actually I can tell you that as written we intended to include both. 



DR. LUX: Right, what I am saying is, you can't just - on ethical grounds you can't simply consider re-disclosure of relevant information and re-consent.  You are obligated to do so.  



Not obligated by the Common Rule.  I think obligated by the Belmont principles upon which the - with which the Common Rule is justified.  



DR. STRAUSS: Let me - 



DR. TILDEN: So you are saying there must be consideration of these things? 



DR. LUX: No, what I'm saying is that, if a person who does not have consent capacity regains consent capacity, there is a moral obligation to consent the person at that time, and it's not simply a matter of it being considered. 



DR. TILDEN: Well, I guess - I would think that this is broad enough to include that, those types of events, in terms of consideration.  If you don't consider it, I think then the issue is, you are not going to discharge your obligations, ethical or otherwise.  But the considerations should include what your ethical obligations are, and I don't know that this prevents that.  It may not make it as explicit as you desire, but I do think it doesn't negate it either.  



DR. MARSHALL: I agree, Sam.  And it doesn't state directionality.  So what we are talking about is a change in capacity to provide consent. 



DR. STRAUSS: Let me just say that, like I said before, I don't disagree with Warren's comments.  But I would add that I think the moral obligation applies in many of the circumstances. 

 But we are here not to necessarily - 



DR. TILDEN: Excuse me.  



DR. STRAUSS: Sorry. 



DR. TILDEN: I really at this point I have to really call the question.  I think we have to vote on this.  And it's not because I want to do this, because I'm here all night.  But I have to do it due to administrative constraints. 



So if we could go - unless someone has some specific aspects to modify this to address this issue, I think we should go forward and vote on this.  And then we would be in a position tomorrow to reconsider it after reading the recommendation. 



Is that okay?  Do I have a second for that? 



So I'd like to - all in favor, aye.



(Chorus of ayes.)



DR. TILDEN: Opposed or abstain. 



DR. TILDEN: Okay, so it passes. 



I want to thank you - oh we have some public comments.  Please.  

PUBLIC COMMENT



DR. MATHER: Dr. John Mather. 



Mr. Chairman, I promise to be brief. 



DR. TILDEN: Thank you very much.  I appreciate it.  In fact, I'll give you two minutes. 



DR. MATHER: Okay.  One related and one unrelated comment.  In what you just passed under (e) and in fact 1(a), just to flag the concern for when things come to continuing reviews, annual reviews, that this will probably place a burden on IRBs when you think it through. 



So I don't know, Dan, if this is going to come up in the subpart A part at all continuing reviews again.  But if you are going to look at issues of relationships of an annual review, and you know that there is going to be some sort of change in the mentation of individuals in this regard, it's going to have to mean something for at least flagging for IRBs to consider when it comes to continuing reviews. 



Second, unrelated point, and that is that we've heard again I think today the concern about people who don't know what they don't know, and would encourage either - and Kevin, the issues of education and training - again be rethought through. 



I know you've got two major meetings coming down which you've supported, one down in Tulane I think around April, and another one in September down in BCU.  Having see the program for the Tulane program, I notice that as you've always felt it's very important for those academic institutions to run their own program and devise their own educational activities. 



But it may just be that there are certain things that OHRP really needs to make sure get on those programs, in order for those that do at least a 10 get the message about what it is that is supposed to be the understandings in certain areas. 



This whole discussion today, both this morning and this afternoon, just reminds me again about the need for making sure that ignorance is not bliss, and that in fact people do understand what it is they really need to know. 



Thank you. 



DR. TILDEN: Any other comments? 



Well, I'd like to thank all the members of the committee, all the ex officios, all the individuals who have hung with us throughout the day.  And we appreciate it, and at this point we'll stand adjourned, and we'll reconvene tomorrow to go through some additional agenda items related to subpart A subcommittee and some ad hoc activities. 



Thank you very much. 



(Whereupon at 5:52 p.m. the proceeding in the above-entitled matter was adjourned.)





NEAL R. GROSS

COURT REPORTERS AND TRANSCRIBERS


1323 RHODE ISLAND AVE., N.W.

(202) 234-4433
WASHINGTON, D.C.  20005-3701
www.nealrgross.com


